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About This Guide

This guide describes how to access and use OES Remote Manager on a host that is running Open
Enterprise Server (OES) 23.4. This guide includes the following information:

¢ Chapter 1, “Overview of OES Remote Manager for Linux,” on page 9

+ Chapter 2, “What’s New or Changed in OES Remote Manager,” on page 13

+ Chapter 3, “Managing a Virtualized Linux Server with OES Remote Manager,” on page 15

+ Chapter 4, “Installing OES Remote Manager for Linux,” on page 17

+ Chapter 5, “Accessing OES Remote Manager for Linux,” on page 19

+ Chapter 6, “Changing the HTTPSTKD Configuration,” on page 29

+ Chapter 7, “Diagnosing Problems Using Nagios,” on page 37

+ Chapter 8, “Viewing File Systems,” on page 55

+ Chapter 9, “Managing Linux,” on page 63

+ Chapter 10, “Managing Hardware,” on page 73

+ Chapter 11, “Using Group Operations,” on page 79

+ Chapter 12, “Managing NCP Services,” on page 93

+ Chapter 13, “Managing Dynamic Storage Technology Options,” on page 121

¢ Chapter 14, “Managing CIFS Services,” on page 125

¢ Chapter 15, “Tasks Quick Reference,” on page 129

+ Chapter 16, “Troubleshooting OES Remote Manager,” on page 133

+ Chapter 17, “Security Considerations,” on page 137

+ Appendix A, “HTTPSTKD Configuration File Options,” on page 143

+ Appendix B, “OES Remote Manager Packages,” on page 153

Audience

This guide is intended for network administrators.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use conment on this topi c feature at the bottom of each
page of the online documentation, or go to OES Documentation and enter your comments there.

Documentation Updates

For the most recent version of the OES Remote Manager Administration Guide, visit the OES
documentation website.

About This Guide


https://www.microfocus.com/documentation/open-enterprise-server/
https://www.microfocus.com/documentation/open-enterprise-server/
https://www.microfocus.com/documentation/open-enterprise-server/
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Additional Documentation

For information about other OES services and file systems, see the OES 23.4 documentation website.

About This Guide


https://www.microfocus.com/documentation/open-enterprise-server/2023/

1.1

Overview of OES Remote Manager for
Linux

OES Remote Manager (NRM) for Linux is a browser-based utility that you can use to manage one or
more Linux servers from a remote location.

You can use OES Remote Manager to monitor your server’s health, change the configuration of your
server, or perform diagnostic and debugging tasks.

The advantages of using OES Remote Manager for server management are that:

+ |t does not require a special client.

+ It provides a graphical interface that makes interpreting diagnostic information much more
comprehensive and easier to manage.

+ |t provides added functionality that is not available in the other management utilities.
This section explains the following:

+ Section 1.1, “Benefits of Using OES Remote Manager,” on page 9
+ Section 1.2, “What's Next,” on page 10

Benefits of Using OES Remote Manager

Organizations usually don’t have a technician physically located at the server when it needs
attention. Servers are frequently placed in remote or distributed locations and, in the case of service
providers, at many different companies. The ability to centrally monitor, diagnose, and repair (or
preventively avoid) server problems is a significant advantage. It is also a major benefit to be able to
provide technical service from any location—any point in the world—across the Internet.

OES Remote Manager provides IT staff and service providers the ability to monitor and control a
complete selection of server controls and functions through a standard web browser.

The management power and flexibility now available simplifies network administration and allows
fewer staff to effectively manage more resources. OES Remote Manager lets you do the following:

+ Securely access and manage a Linux server from any location. With proper login credentials and
Internet access, administrators can control servers from any location.

+ Group servers for collective management, allowing you to manage multiple servers through the
same interface and application.

+ Quickly locate and assess problems. An intuitive graphical user interface provides a control
dashboard with indicators for server health and status.

+ Manage servers comprehensively. OES Remote Manager provides control for viewing or
managing Linux servers, directories, processes, and hardware.

Overview of OES Remote Manager for Linux
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While using OES Remote Manager, you can perform the following major tasks:

+ Monitor and manage your server’s health
+ Monitor the health status of one or more servers
+ Build a group of servers and items to be monitored together
+ Access server and configuration logs
+ Configure your server
+ View information about all hardware adapters, hardware resources, and processor data
+ Upload and replace files
+ Monitor memory resources
+ Access files
+ Shut down or reset a server
+ Troubleshoot server problems
+ Find high memory users

+ Monitor server processes

1.2 What's Next

Now that you have learned some of the benefits of using OES Remote Manager, use the information
in Table 1-1 and Table 1-2 to help you access and use it.

Table 1-1 Information about OES Remote Manager

For Information About See

Accessing and understanding the layout of OES Chapter 5, “Accessing OES Remote Manager for Linux,”

Remote Manager on page 19

Managing a virtualized OES server with OES Chapter 3, “Managing a Virtualized Linux Server with

Remote Manager. OES Remote Manager,” on page 15

Installing OES Remote Manager for Linux Chapter 4, “Installing OES Remote Manager for Linux,”
on page 17

Changing the configuration of OES Remote Chapter 6, “Changing the HTTPSTKD Configuration,” on

Manager page 29

Using OES Remote Manager to monitor and ¢ Chapter 7, “Diagnosing Problems Using Nagios,” on

manage your OES servers page 37

¢ Chapter 8, “Viewing File Systems,” on page 55

¢ Chapter 9, “Managing Linux,” on page 63

+ Chapter 10, “Managing Hardware,” on page 73

¢ Chapter 11, “Using Group Operations,” on page 79

Things to consider for setting up your systemina Chapter 17, “Security Considerations,” on page 137
secure environment.

10 Overview of OES Remote Manager for Linux



Table 1-2 Information about Plug-Ins to OES Remote Manager

For Information About See

Dynamic Storage Technology .

Chapter 12, “Managing NCP Services,” on
page 93

OES 23.4: Dynamic Storage Technology
Administration Guide

NCP Server .

Chapter 12, “Managing NCP Services,” on
page 93

OES 23.4: NCP Server for Linux Administration
Guide

OES CIFS (in OES 2015 and later) .

Chapter 14, “Managing CIFS Services,” on
page 125

OES 23.4: OES CIFS for Linux Administration
Guide

Overview of OES Remote Manager for Linux
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/file_ncp_lx/file_ncp_lx.pdf#H9izvdye
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/file_ncp_lx/file_ncp_lx.pdf#H9izvdye
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/file_cifs_lx/file_cifs_lx.pdf#front
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/file_cifs_lx/file_cifs_lx.pdf#front
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2.1

2.1.1

What’s New or Changed in OES Remote
Manager

This section describes the changes made to OES Remote Manager since the Open Enterprise Server
(OES) 23.4 release.

+ Section 2.1, “What’s New or Changed in OES Remote Manager (OES 23.4),” on page 13

What’s New or Changed in OES Remote Manager (OES
23.4)

Branding Update

Micro Focus is now part of OpenText. Products across the portfolio are now rebranded to reflect
OpenText or a more appropriate name. This corporate change impacts the name of products and
components, user interfaces, logos, and so on. As a result of this corporate change, OES 2023 SP1 is
now referred as OES 23.4.

The documentation is being updated in stages to reflect these changes, including names and
screenshots. You can still come across references to Micro Focus in the documentation library until
all of the manuals are updated.

What’s New or Changed in OES Remote Manager 13
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Managing a Virtualized Linux Server with
OES Remote Manager

Using OES Remote Manager for Linux to access and manage a virtualized Open Enterprise Server
(OES) 11 or later server is the same in every way as accessing and managing a physical OES 11 or
later server. It requires no special configuration or other changes.

To get started with Xen virtualization and KVM virtualization, see the Virtualization Guide (https://
documentation.suse.com/sles/15-SP4/html/SLES-all/book-virtualization.html).

For information about setting up virtualized OES, see “Installing OES on a VM” in the OES 23.4:
Installation Guide.

To get started with third-party virtualization platforms, such as Hyper-V from Microsoft and the
different VMware product offerings, refer to the documentation for the product you are using.

Managing a Virtualized Linux Server with OES Remote Manager
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/inst_oes_lx/inst_oes_lx.pdf#b9kmg9x
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/inst_oes_lx/inst_oes_lx.pdf#Front
https://documentation.suse.com/sles/15-SP4/html/SLES-all/book-virtualization.html

16 Managing a Virtualized Linux Server with OES Remote Manager



4.1

4.2

Installing OES Remote Manager for Linux

OES Remote Manager is installed as a Open Enterprise Server (OES) service pattern in the YaST
Install. This section contains the following information:

*

*

Section 4.1, “Installing OES Remote Manager During the Initial Server Installation,” on page 17

Section 4.2, “Installing OES Remote Manager After the Initial Server Installation,” on page 17

Installing OES Remote Manager During the Initial
Server Installation

To install OES Remote Manager during the OES installation or while adding OES on an existing server,
select the OES Remote Manager (NRM) pattern to install OES Remote Manager.

It does not require any additional configuration during the installation and does not display on the
Installation Settings page. For information about changing the configuration after the installation is
complete, see Chapter 6, “Changing the HTTPSTKD Configuration,” on page 29.

For a list of RPMs that it installs, see Appendix B, “OES Remote Manager Packages,” on page 153.

Installing OES Remote Manager After the Initial Server
Installation

If you did not install OES Remote Manager when you first installed OES, do the following to install
and configure NRM:

1
2
3

Open YaST.
Click Open Enterprise Server > OES Install and Configuration.
Select the OES Remote Manager (NRM) pattern.

Selecting this pattern automatically selects the OES Linux User Management (LUM) and OES
Backup/Storage Management Services (SMS) patterns.

If you have only installed NRM, then you can log in to NRM only as user r oot or a local Linux
user. If you log in as a local Linux user, you can see only the information that the user you log in
as has rights to view.

Click Accept.

If necessary, complete any required information for other services selected on the OpenText
Open Enterprise Server Configuration summary page. When all the settings on the OpenText
Open Enterprise Server Configuration summary page are set as desired, click Next.

The necessary files are installed and configuration of the services are completed.

Installing OES Remote Manager for Linux 17



No additional configuration during the installation for NRM is required. For information about
changing the configuration after the installation is complete, see Chapter 6, “Changing the
HTTPSTKD Configuration,” on page 29.

For a list of RPMs that it installs, see Appendix B, “OES Remote Manager Packages,” on
page 153.

18 Installing OES Remote Manager for Linux



5 Accessing OES Remote Manager for Linux

This section includes information about the following:

¢ Section 5.1, “System Requirements,” on page 19

+ Section 5.2, “Accessing OES Remote Manager,” on page 20

¢ Section 5.3, “Starting or Stopping HTTPSTKD,” on page 21

+ Section 5.4, “Understanding the Layout of OES Remote Manager,” on page 22
+ Section 5.5, “Accessing Configuration Options,” on page 27

+ Section 5.6, “Accessing Online Help,” on page 27

+ Section 5.7, “Accessing OpenText Web Pages,” on page 27

5.1 System Requirements

O Supported web browsers:
+ Mozilla Firefox 12 or later

+ Microsoft Internet Explorer (IE) 8 and 9. IE 10 and 11 is supported for Windows 7 and 8
clients in the desktop view only.

+ Apple Safari 5 and Safari 6.0 (for Mac OS X Mountain Lion (version 10.8) clients only)
¢ Google Chrome 21 or later
+ KDE Konqueror 4 or later, with limited functionality

O Certificate handling requires SSL 2.0 or later or TLS 1.0 or later to be enabled in your web
browser. Otherwise, the browser displays an error indicating that the page cannot be displayed.
We recommend the higher security options of SSL 3.0 or the latest TLS if it is available.

O The HTTPSTKD package must be loaded and running on the server.

For information about starting or restarting the ht t pst kd daemon, see Section 5.3, “Starting
or Stopping HTTPSTKD,” on page 21.

This package is selected for installation by the OES Remote Manager pattern. The OES Remote
Manager (NRM) pattern is selected for installation when you install any of the OES Services
patterns on Linux unless you deselect it.

For information about installing OES Remote Manager, see Chapter 4, “Installing OES Remote
Manager for Linux,” on page 17.

For package details, see “OES Remote Manager Packages” on page 153.

Accessing OES Remote Manager for Linux 19
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5.2

Accessing OES Remote Manager

You typically log in as the Linux r oot user to manage all functions in OES Remote Manager. The
r oot user can access OES Remote Manager even when eDirectory is not available.

Some functions support access by administrator users who are eDirectory users and who are also
enabled for Linux with Linux User Management (LUM-enabled). If LUM is enabled in your tree and it
is installed and configured on the server, you can log in to OES Remote Manager using your
eDirectory credentials. For instructions on enabling Linux, see “Setting Up Linux Computers to Use
eDirectory Authentication” in the OES 23.4: Linux User Management Administration Guide.

If you log in as a local Linux user or as a non-Admin LUM-enabled eDirectory user, you can see only
the information that the user has rights to view. Typically, access is restricted to a view of the Linux
file systems where the user has file system access rights.

There are two specific things to remember when logging in to OES Remote Manager as a LUM-
enabled eDirectory user:

+ If eDirectory and LUM are installed on the local server, the eDirectory user Admin can log in to
OES Remote Manager using its fully distinguished name (admin.context) because this user is
enabled for Linux User Management by default in this case.

In order for a user to log in to OES Remote Manager as user Admin or equivalent, you must
configure either of the following permissions for the Admin user:

¢ The Admin user must be associated to the group that has the Supervisor right for the Entry
Rights property for the UNIX Workstation object.

+ The Admin user must have the Supervisor right for the Entry Rights to the NCP object that
represents the Linux server in the eDirectory tree.

IMPORTANT: With either of these permissions, the eDirectory user is granted limited r oot user
privileges when logged in to the server. The user can modify only the configuration files
necessary for configuring NRM or any other files that NRM has been assigned rights to allow
modifying.

+ In order for non-Admin users to log in using eDirectory credentials, they must be users enabled
for Linux User Management.

Users who are enabled for Linux User Management have a Linux Profile tab on their Modify
User page in iManager. They also have an eDirectory object that is associated with the UNIX
Workstation object that represents the Linux server.

You can use iManager or the LUM command line utility nanuser add to enable users for Linux
User Management. For instructions, see “Overview” in the OES 23.4: Linux User Management
Administration Guide.

The Admin user has limited file system rights equivalent to r oot . The user can modify only the
configuration files necessary for configuring NRM or any other files that NRM has been assigned
rights to allow modifying. For a list of these files, see Section 17.1, “Security Features,” on page 137.
The user Admin or equivalent user has access according to the Linux and LUM file rights to all other
files.

Accessing OES Remote Manager for Linux
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5.3

To access to OES Remote Manager:

1 Open a web browser.
2 Point the browser to the URL of the server you want to manage by entering the following in the
Address (URL) field:

http://server_ip_address: 8008
or

https://server_ip_address: 8009

If you specify HTTP and port 8008, you are automatically re-directed to use secure HTTP
(HTTPS) and port 8009.

For example, either of the following URLs take you to a secure SSL login page for OES Remote
Manager on the specified server:

http://172.16.123.11: 8008

https://172.16.123.11: 8009

3 Accept the SSL certificate.

Certificate handling requires SSL 2.0 or later, or TLS 1.0 or later, to be enabled in your web
browser. Otherwise, the browser displays an error indicating that the page cannot be displayed.
We recommend the higher security options of SSL 3.0 or the latest TLS if it is available.

4 When the login dialog box appears, provide the required Username and Password credentials.
Typically, you log in with the Linux r oot user name and password.
5 Use the links in OES Remote Manager to view, configure, and manage the server.

For information about navigating in OES Remote Manager, see Section 5.4, “Understanding the
Layout of OES Remote Manager,” on page 22.

6 After your session for OES Remote Manager is complete, click Logout at the top-right corner to
log out, then close the web browser.

After you log in, your session for OES Remote Manager remains open until you log out or close
your web browser. There is no automatic time-out period that triggers a logout. For security
reasons, you should also close the browser windows at that workstation after you log out.

Starting or Stopping HTTPSTKD

When you install and configure the OES Remote Manager pattern on Open Enterprise Server (OES)
server, NRM is started by default.

A script for starting and stopping the NRM/Linux componentsisin/usr/1i b/ systend/ syst em
novel | - htt pst kd. servi ce. Enter the following commands at a console shell prompt to perform
the desired action:
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Table 5-1 Commands for Starting, Stopping, or Checking the Status of NRM

Task Command
To see whether the module is running rcnovel | -httpstkd status
or

systenct!| status novell -
htt pst kd. service

To restart HTTPSTKD rcnovel | -httpstkd restart
or

systenctl restart novell -
htt pst kd. service

To start HTTPSTKD rcnovel | -httpstkd start
or

systencttl start novell -
htt pst kd. service

To stop HTTPSTKD rcnovel | -httpstkd stop
or

systenctt| stop novell-httpstkd. service

5.4 Understanding the Layout of OES Remote Manager

The web pages for OES Remote Manager have three main frames: the header frame (top), the
navigation frame (left), and the main content frame (right). They also contain the Overall Health
Indicator and online help.

Figure 5-1 on page 23 shows the overall layout of OES Remote Manager.
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Figure 5-1 Layout of OES Remote Manager

Access Nagios
service d%i page

on
Access configuration  and server up time
options page

Header frame
Cnline help

OES Remote IManager Welcome, admin  Logout

E:. longboum .h. @ O Linux 4.4.74-02.35 defaull xE5_64, SUSE Uinux Entarprise Server 12 {x36_E4) - Up Thme: 0201

— .
Fl Diagnose File System Management
Server Heslth Values
= i —
Server Heslth Service File Systems
ElView File System Mounted Device Mount Location
Wiew File System Listin sysfs i=ys
View Partition Information proc fproc
Gensral File Inwentor (@) dewtmpfs Idew (B0% free)
NCP \olume Inventon securityfs Izys/kemel/security
Dvn_amic: Storage Technology tmpfs idevishm
Options -
i devpts idewipts
=1 Manage Linux . B
tmpfs frun
VMC Consoles . e
~ tmpfs izysifsicgroup
View Kemel Modulas B
Down { Restart S
View Package Information [SEE _ .
\iew Process Information CHIOUE) cgroupinet cls.net prio
Schedule Task cgroup [sysifslegroupifreeser
Fl Manage Hardware SR ==
View Processors SHELE
Interrupt Infomation cgroup
Naf‘ll'lailgaﬁun 10 Memary Information cgroup
me — 10 Port Information CHIOKE Main content frame
SMBIOS Information cgroup [sysifslegroupimemary home page view
= : I=ysifslegroupdblki
El Use Group Operations cgroup _ s _°!k'°
Configure Mew Group cgroup Smil i
Select Group idevisds !
View Monitored ltems systemd-1 Iproc/sysiisibinfmt misc
MRM Heslth Tvoes mgueus {devimgueue
El Manage NCP Services ) hugetlbfs {devlhugepages
M e ey e debugfs lsys/kemel/debug
View Trustee Reports tmpfs fruniuser/479
Manage Shares novis Mvariopiinovellinelmnt
Manzge Server — (@ sdmin {_admin (100% free)
Manage Connections tmpfs frunfuser/d
View Logs tracefs f=ys/kemelidebugitracing
View Statistics binfrt_misc  /procisysfsibinfrt mise
View Diagnostic Information gvfsd-fuse frunjuser/ligvfs
=l Manage CIFS Services fusactl Izysifsifuza/connections
Manage Connections fdew'srl frunimediafroot/OES2018-DVWD-x86_0401501
View Logs idewipoolPOOL  foptinovellinssimnt/ pools/POO
Manage Open Files @ vOLUME Jmedia/nss NV OLUME [BE% free)
El Manage AFP Services -
Manage Connections NCP “volumes
View Logs @ SYS fusrinovell/sys
Manage Open Files [r3] ADMIN a’_admin
o =7 e .
@ VOLUME  /media/nss™NOLUME
Novell Links:
Novell Support
Novell Error Codes
Novell Product Documentation
Novell Developer Support
AFP plug-in - L NCP server plug-in
=~ CIFS plug-in

Accessing OES Remote Manager for Linux

23



See the following sections for more information about the layout of the OES Remote Manager Home
page:

¢ Section 5.4.1, “Header Frame,” on page 24

+ Section 5.4.2, “Overall Health Indicator,” on page 24

+ Section 5.4.3, “Navigation Frame,” on page 25

¢ Section 5.4.4, “Program Plug-Ins in the Navigation Frame,” on page 26

+ Section 5.4.5, “Main Content Frame,” on page 26

+ Section 5.4.6, “Online Help,” on page 26

54.1 Header Frame

The header frame contains the toolbar and general information about the server.
The toolbar buttons link to the following functions:

Y
+ | glHome

The File System Management page is considered the Home page.

. Health Monitor (Nagios Service Detail in OES 11 SP2 and later)

For information about configuring and using Nagios to monitor services, see Section 7.2,
“Configuring Nagios,” on page 38.

l'.'l
+ L*.J Configuration

For information about OES Remote Manager Configuration Options, see Chapter 6, “Changing
the HTTPSTKD Configuration,” on page 29.

The general information about the server includes the following:

+ Name of the user you logged in as to OES Remote Manager (typically, the r oot user)

*

Overall health indicator

*

Server hostname

+ Version of the Linux kernel running on the server

*

Hardware platform

+ Operating system running on the server

*

Up time for the server (the amount of time the server has been running since the last reboot) in
the format of days: hh: nm ss.

5.4.2 Overall Health Indicator

The Overall Health Indicator shows the current server health status as good, suspect, bad, or no
connection. For OES, the status is determined from the services that you configure to be monitored
by Nagios. The indicator changes if any Nagios-monitored service has a problem alert. If there are
multiple alerts, the indicator represents the worst reported health condition. You can click the Server
Health icon (shown in Table 5-2) to go to the Nagios Service Detail page and view the health statistics
and alerts for the monitored services. By default, only basic services are set up to be monitored by
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Nagios. In order for the Overall Health Indicator to consider the health of additional services, you
must configure them to be monitored by Nagios. For information about configuring and using

Nagios, see Section 7.2, “Configuring Nagios,” on page 38.

Table 5-2 Overall Server Health Status Conditions

Overall Health Status Server Health Icon

Icon Description

Good

Green orb in a white circle

l I:%

Suspect

Yellow orb in a white circle

Bad

Red orb in a white circle

No connection to the server

Black X in a white circle

Navigation Frame

The navigation frame lists general tasks that you can perform, and provides links to specific pages for
performing those tasks. The left navigation frame includes collapsible categories that are
remembered the next time you log in. This lets you display the OES Remote Manager features that

you use most often and hide some of the ones that you don’t.

IMPORTANT: When you work in OES Remote Manager, you must use the navigation links provided in
the tool. Using the browser's Back button can result in unintended actions being re-sent to the

server.

Basic links in the navigation frame are identified in Table 5-3.

Table 5-3 Standard Roles in the Navigation Frame

Roles Description

For more information, see

Diagnose Monitor the health of the server
and services.

Chapter 7, “Diagnosing Problems
Using Nagios,” on page 37

View File System Browse the file system, view
information about files, folders,
and partitions, and generate
inventories.

Chapter 8, “Viewing File Systems,”
on page 55

Manage Linux View information about kernel

modules, packages, and processes.

Schedule CRON jobs.

Chapter 9, “Managing Linux,” on
page 63

Manage Hardware View information about
processors, interrupts, memory,
ports, and SMBIOS.

g

Chapter 10, “Managing Hardware,’
on page 73

Accessing OES Remote Manager for Linux

25



5.4.4

26

5.4.5

5.4.6

Roles

Description

For more information, see

Use Group Operations

Configure groups of servers to be
monitored collectively.

Chapter 11, “Using Group
Operations,” on page 79

Program Plug-Ins in the Navigation Frame

The links in the navigation frame change depending on the programs installed on the server that

have plug-ins to OES Remote Manager. The plug-ins are installed automatically when you install the

related OES Services.

Table 5-4 Program Plug-In Roles in the Navigation Frame

OES Service

Roles in the Navigation Frame

For more information, see

NCP Server and Dynamic Storage
Technology

Manage NCP Services allows you
to manage NSS volumes, NCP
volumes, DST volumes, NCP
volume inventories, and NCP
connections on the server.

Chapter 12, “Managing NCP
Services,” on page 93

OES 23.4: NCP Server for Linux
Administration Guide

Dynamic Storage Technology
Options allows you to configure
and manage Dynamic Storage

Technology volumes and policies.

The DST functions are integrated
with Manage NCP Services.

Chapter 13, “Managing Dynamic
Storage Technology Options,” on
page 121

OES 23.4: Dynamic Storage
Technology Administration Guide

Novell CIFS

Manage CIFS Services allows you
to manage OES CIFS connections
on the server.

Chapter 14, “Managing CIFS
Services,” on page 125

OES 23.4: OES CIFS for Linux
Administration Guide.

Main Content Frame

The information in the main content frame changes depending on which link you click in the header

or navigation frame. The File System Management page is considered the Home page.

Online Help

When a Help icon 7 appears in the upper-right corner of a page in the main content frame, you can

view help for the page that is displayed.
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5.5

5.6

5.7

Accessing Configuration Options

Fal

Click the Configure icon |._._;| in the header frame to access the Configuration Options page. Use this

page to configure the following:
+ HTTP Interface Management
+ Nagios Configuration Options (only for OES 11 SP2 and later)
+ Restart the Nagios daemon
* Restart the ht t pst kd daemon
¢ HTTP Logs
+ Novell Remote Manager Certificate Management
+ Novell Remote Manager Schema Management
+ Enable/disable the httpstkd daemon core file

For information about setting options, see Chapter 6, “Changing the HTTPSTKD Configuration,” on
page 29.

Accessing Online Help

Online help, which provides detailed information and instructions for using OES Remote Manager
features, is available for most management tasks and settings.

To access the online help, click the Help icon ? on the upper right portion of the page or next to the
specific item link.

Accessing OpenText Web Pages

OpenText links on the Home (File System Management) page provide quick access to the following:

+ OpenText Support (https://www.microfocus.com/support/) links directly to the Micro Focus
Support website, where you can get current server patch kits and updates or find
troubleshooting information.

+ Novell Error Codes (http://www.novell.com/documentation/nwec/index.html) links directly to
the information about Novell Error Codes, including what they mean and possible causes and
actions for them.

¢ OpenText Product Documentation (http://www.novell.com/documentation) links directly to the
product documentation for all shipping OpenText products.

¢ OpenText Developer Support (https://www.microfocus.com/home) links directly to the Novell
Developer website, where you can find tips and suggestions beyond the basics for managing,
troubleshooting, and diagnosing your server.
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Changing the HTTPSTKD Configuration

When NRM is installed, it sets up a small web server on your server. The interface and module is
called HTTPSTKD. It automatically sets its basic configuration parameters that allow it to work.

You might need to configure NRM after the initial installation for a variety of reasons. For example,
you might want to bind additional IP addresses to HTTPSTKD, set up stronger security, or extend the
eDirectory schema for Group Monitoring.

You can perform these tasks using the options on the OES Remote Manager Configuration Options

g |

page, as shown in Figure 6-1. To access this page, click the Configure |._._: icon in the header frame.

The Configuration Options page also provides links for Nagios Configuration Options. For information
about changing the Nagios configuration, see Section 7.2, “Configuring Nagios,” on page 38.
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Figure 6-1 The OES Remote Manager Configuration Options Page
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On this page you can perform the following tasks:

+ Section 6.1, “Accessing and Editing the HTTPSTKD Configuration File,” on page 31

+ Section 6.2, “Accessing and Editing the HTTPSTKD PAM Configuration File,” on page 32
+ Section 6.3, “Restarting the HTTPSTKD Daemon,” on page 33

+ Section 6.4, “Viewing the HTTP Logs,” on page 33

+ Section 6.5, “Viewing and Creating Certificates for OES Remote Manager,” on page 34

+ Section 6.6, “Extending the eDirectory Schema for OES Remote Manager Group Operations,” on
page 35

Accessing and Editing the HTTPSTKD Configuration File

Anytime you want to change the functionality of OES Remote Manager, access the / et ¢/ opt /
novel | / htt pst kd. conf file, modify the settings, then restart the HTTPSTKD daemon.

NOTE: Beginning with OES 2018 SP3, NRM supports communication over TLS v1.2 when the cipher
level in the /etc/opt/novell/httpstkd.conf file is set to all or high.

To access and edit this file from within OES Remote Manager:

1 Login to OES Remote Manager as the r oot user.

l'.'l

2 Click the Configure icon L.®.3 in the navigation frame.
3 Click Edit httpstkd config file.

4 Make the changes.

5 Click Save Changes.

You can alternatively open the / et ¢/ opt/ novel I / htt pst kd. conf file in a text editor that saves
files to a UNIX format, edit the file, then save the file.

After making changes to this file and saving it, restart the HTTPSTKD daemon. See “Restarting the
HTTPSTKD Daemon” on page 33. You can also restart it manually as described in Section 5.3,
“Starting or Stopping HTTPSTKD,” on page 21.

Table 6-1 identifies the functions that are controlled by settings in the OES Remote Manager
configuration file, and provides links to information about how to change them.

Table 6-1 Information for Changing the Functionality of OES Remote Manager

Functionality Information about How to Change

Which network adapter OES Remote Manager is Section A.1, “Address and Port Commands,” on
bound to or add additional IP address that it is bound page 143

to

The certificates OES Remote Manager is using for + Section 6.5, “Viewing and Creating Certificates
authentication for OES Remote Manager,” on page 34

+ Section A.1, “Address and Port Commands,” on
page 143
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Functionality Information about How to Change

The cipher strength of the SSL key that is used to Section A.8, “SSL Key Cipher Strength Command,” on
access OES Remote Manager page 151

The HttpOnly attribute for cookies in a response Section A.4, “HttpOnly Command,” on page 147
header

The I nvent or yResol veNonLunOwaner Nane Section A.5, “InventoryResolveNonLumOwnerName

option for resolving names of NSS volume file owners Command,” on page 148
if their eDirectory user names are not LUM enabled

Which plug-ins are loaded Section A.7, “Load Command,” on page 150

Which workstations can access OES Remote Manager Section A.3, “Filtering Commands,” on page 146

Which users can log in to OES Remote Manager + Section A.2, “Disable Auto LUM Command,” on
page 144
+ Section A.9, “Supervisor Only Command,” on
page 151
The language the browser supports Section A.6, “Language Commands,” on page 148

6.2 Accessing and Editing the HTTPSTKD PAM
Configuration File

Linux uses PAM (Pluggable Authentication Modules) in the authentication process as a layer that
mediates between user and application. PAM modules are available on a system-wide basis, so they
can be requested by any application.

Every program that relies on the PAM mechanism has its own configuration file in the directory /

et ¢/ pam d/ pr ogr am _narme. These files define the PAM modules that are used for authentication.
In addition, there are global configuration files for most PAM modules under/ et c/ security
directory, which define the exact behavior of these modules (examples are pam env. conf,

pam pwcheck. conf, pam uni x2. conf,and ti me. conf) . Every application that uses a PAM
module actually calls a set of PAM functions, which then processes the information in the various
configuration files and returns the results to the calling application.

This file controls the authentication to NRM on an OES Linux server. The default configuration should
work. If you want to change the way your users authenticate to NRM, you can edit this file.

These are the lines that enable NRM integration with user management:

aut h suf ficient pamnam so
account suf ficient pamnam so
password sufficient pamnam so
session  optional pam _nam so

To access and edit this file from within OES Remote Manager:

1 Log in to OES Remote Manager as the r oot user.

l'.'l

2 In OES Remote Manager, click the Configure icon L. in the navigation frame.
3 Click Edit httpstkd PAM config file.
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6.4

4 Make the changes.
5 Click Save Changes.

6 After making changes to this file, restart the HTTPSTKD daemon. See “Restarting the HTTPSTKD
Daemon” on page 33.

You can alternatively use an editor that saves files to a UNIX format to edit the / et ¢/ pam d/
ht t pst kd file. After changing the file, restart the HTTPSTKD daemon. See “Restarting the
HTTPSTKD Daemon” on page 33.

For more information about the PAM configuration file and the options available, see
“Authentication with PAM” (https://documentation.suse.com/sles/15-SP4/html/SLES-all/cha-
pam.html) in the SUSE Linux Enterprise Server 12 Security Guide (https://documentation.suse.com/
sles/15-SP4/html/SLES-all/book-security.html).

Restarting the HTTPSTKD Daemon

After making changes to the HTTPSTKD configuration file or the HTTPSTKD PAM configuration file,
restart the HTTPSTKD daemon.

To restart the HTTPSTKD daemon, click Restart httpstkd on the OES Remote Manager Configuration
Options page.

You can also restart it manually. See “Starting or Stopping HTTPSTKD” on page 21.

Viewing the HTTP Logs

The OES Remote Manager Configuration Options page contains a link for all the HTTPSTK-related
messages contained in the / var/ | og/ messages file.

This information is valuable for seeing who logged in through OES Remote Manager, when they
logged in, the pages being viewed, log failures, and so on.

You can view the last 100 entries of the log or the entire log.
To view this log:

[ gy |
1 Click the Configure icon |._"'_: in the navigation frame.

2 Under the HTTP Logs heading, click either View last 100 log entries or View entire log.

The logging to this file is controlled by the Syslog options. To change these default syslog options,
edit the et ¢/ sysconfi g/ sysl og file.
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6.5 Viewing and Creating Certificates for OES Remote

Manager

OES Remote Manager uses the default certificates created during the installation to secure access
through it to the server. This certificate is bound to the first network board found in the server
configuration.

During the install of eDirectory on a new server installation, there is a check box to have all HTTP
services use an eDirectory certificate. HTTPSTKD uses that certificate if this check box is selected or
the YAST CA certificate if it is not selected. On upgrades, the check box in eDirectory is not selected,
so certificates that were previously used are maintained.

You can create new certificates and modify the / et ¢/ opt/ novel | / htt pst kd. conf file to use
any certificates other than the default certificate file for any reason. You should create a new
certificate in cases such as the following:

+ The default certificate does not meet the level of security required by your organization

+ The default certificate was bound to a DHCP address

+ You have changed the server’s IP address

+ You want to bind a new certificate to a different network board
To view the certificates being used:

gy |

1 Click the Configure icon |._.,._: in the navigation frame.

2 Under the Novell Remote Manager Certificate Management heading, click View Certificate(s).
To create a new certificate:

r'.'l
1 Click the Configure icon L*.J in the navigation frame.

2 Under the Novell Remote Manager Certificate Management heading, click Create Certificate.

3 On the Create a Certificate for OES Remote Manager page, specify the required information in
the Certificate Information fields.

This creates a new certificate and automatically replaces the current certificate at / et ¢/ opt /
novel | / htt pst kd/ server. pem

If you want to create the certificate in a different location or with a different name, change the
file name or path in the Certificate File field.

4 Click Create.

5 (Conditional) If you changed the name of the certificate file or the path to it from the default
location, edit the / et ¢/ opt / novel | / htt pst kd. conf before restarting HTTPSTKD.

6 Restart HTTPSTKD by clicking the Restart Httpstkd button on the OES Remote Manager
Configuration Options page.

To bind NRM to an additional IP address to or to a different certificate:

Fa1

1 Click the Configure icon |._._: in the navigation frame.

2 Click Edit Httpstkd Config File.
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3 In the Address and Port portion of the file, specify the new IP address or certificate path and
name.

For example, if you had two network boards that you wanted to bind NRM to, you would create
or have two separate certificates and then make these entries in the / et ¢/ opt / novel | /
ht t pst kd. conf file:

addr 192.27.1.123:8008
addr 192.27.1.123:8009 keyfile=/etc/opt/novell/httpstkd/server.key
certfile=/etc/opt/novell/httpstkd/ serverl. pem

addr 192.27.1.124:8008
addr 192.27.1.124:8009 keyfile=/etc/opt/novell/httpstkd/server.key
certfile=/etc/opt/novell/httpstkd/ server2. pem

You can put the certificate in any location as long as the entry in the / et ¢/ opt / novel | /
ht t pst kd. conf points to the correct location and file name.

Extending the eDirectory Schema for OES Remote
Manager Group Operations

When you use Group Operations and want to save the groups that you have created, OES Remote
Manager requires you to save the file on the server locally or assign it to an eDirectory object.

Before you can save it to an eDirectory object, you must extend the eDirectory schema to access the
attributes for OES Remote Manager group operations at least once in the eDirectory tree that you
are saving to.

You can do this easily by clicking either the Extend eDirectory Schema for Group Operations link on
the OES Remote Manager Configuration Options page any time before you create a group or the link
in the failure error message displayed when saving the group. As with all schema extensions, you
must have the necessary rights to extend the schema.

The message NDS schema ext ensi on conpl et e is displayed on this page when the operation is
done. Then you can save the group.
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7 Diagnosing Problems Using Nagios

1.1

7.1.1

OES Remote Manager includes several tools to assist you in monitoring the health and status of your
server and services. Beginning with Open Enterprise Server (OES) 11 SP2, OES Remote Manager uses
the open source monitoring tool Nagios to monitor the health of the server and the services and
applications running on it. The tool provide complementary health monitoring functions. Nagios
monitors health and provides an alert and notification system. You can use this tool to become
familiar with the normal health and status of your server. Nagios can help you identify and diagnose
problems with your server.

IMPORTANT: The Health Monitor function in OES Remote Manager is obsoleted in OES 11 SP2 and
later. It is replaced by Nagios open source monitoring tool, which do not use the Small Footprint CIM
Broker (SFCB) for communications.

Performing the following tasks can help you to become familiar with the health and status of your
servers:
+ Section 7.1, “Monitoring Server Health,” on page 37
+ Section 7.2, “Configuring Nagios,” on page 38
+ Section 7.3, “Monitoring Service Health with Nagios,” on page 46
+ Section 7.4, “Restarting Nagios,” on page 47
+ Section 7.5, “Managing Nagios Users,” on page 47
+ Section 7.6, “Modifying the Nagios Notification Methods for Contacts,” on page 50
+ Section 7.7, “Configuring Nagios Logging,” on page 51
+ Section 7.8, “Viewing the PIDs or Monitoring the Health of Processes,” on page 53
+ Section 7.9, “Monitoring or Killing an Individual Process,” on page 53

¢ Section 7.10, “Troubleshooting a Suspect or Bad Health Status,” on page 54

Monitoring Server Health

Monitoring the health of your server can help prevent it from getting to a state in which your users
cannot access the server or the data on it. OES Remote Manager allows you to monitor the server’s
overall health and the health of a specific item.

+ Section 7.1.1, “Viewing the Overall Server Health Status,” on page 37

Viewing the Overall Server Health Status

The server’s overall health is indicated by the color of the circle displayed next to the Server icon _Ed
in the header frame for OES Remote Manager. The following table lists and explains each health
status that might be displayed.

Diagnosing Problems Using Nagios 37



38

1.2

7.2.1

Table 7-1 Server Health Status

Icon Server Health Explanation

Status
= Good All parameters included in the server's health configuration list are good.
= Suspect The status of one or more of the parameters included in the server's health

configuration list is suspect or has a minor problem.

= Bad The status of one or more of the parameters included in the server's health
configuration list is bad or has a critical problem.

= Lost The connection to the server from OES Remote Manager has been lost.
connection

The server’s overall health is determined by services that you configure to be monitored by Nagios.

If the status of any Nagios-monitored service changes to yellow (suspect) or red (bad), the health
status indicator light in the header frame changes to indicate there is a problem. If more than one
item changes, the worst status indicates the server’s overall status. When the status for all items
returns to green (good), then the health light indicator changes back to green (good).

Configuring Nagios

Nagios is an open source monitoring tool. You can configure it to monitor the health of the server
systems and services. It also provides an alert and notification system.

The information in this section provides basic information to get you started using Nagios. For
detailed information about configuring and using Nagios to monitor your server and services, see
other sections in this guide. See also the open source Nagios Documentation (http://
www.nagios.org/documentation) at Nagios.org.

+ Section 7.2.1, “Configuring Nagios Authenticated Users and Contacts,” on page 38
+ Section 7.2.2, “Configuring Nagios Monitoring,” on page 43

*

Section 7.2.3, “Accessing the Nagios Website,” on page 45

*

Section 7.2.4, “Using Nagios Plug-Ins,” on page 45

*

Section 7.2.5, “Using Object Configuration Files,” on page 46

*

Section 7.2.6, “Additional Information,” on page 46

Configuring Nagios Authenticated Users and Contacts

Nagios user accounts are specific to the Nagios software. The accounts have nothing to do with the
local server user names or eDirectory user names.

There are two levels of access for Nagios users:

+ Authenticated user: a Nagios user who is granted access to the web-based Nagios monitoring
dashboard.
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+ Authenticated contact: An authenticated Nagios user whose user name is also defined in the
Nagios Object Contact configuration file (/ et ¢/ nagi os/ obj ect s/ cont act s. cf g) and has
permissions to access CGI information as defined in the Nagios CGI configuration file (/ et ¢/
nagi os/ cgi . cf g) and other object configuration for services that are monitored.

By default, the Nagios user nagi osadmi n is already configured in Nagios as a user, a contact, and a
member of the contact group adni ns. This user is also authorized to access server and services
information and to issue host or service commands via the command CGI configuration file (/ et ¢/
nagi os/ cgi . cf g). However, you must configure a password for the nagi osadni n user in order to
log in to the Nagios Service Details website. You must configure a valid email address for the
nagiosadmin contact in order to receive alerts via the Nagios alert notification system.

+ “Setting or Modifying the Password for the nagiosadmin User” on page 39

+ “Setting or Modifying an Email Address for the nagiosadmin Contact” on page 40

+ “Using the Nagios admins Contact Group” on page 42

Setting or Modifying the Password for the nagiosadmin User

By default, Nagios defines one default user nagi osadmi n with no password in the / et ¢/ nagi os/
ht passwd. user s file. OES Remote Manager requires passwords to be set for any Nagios user.
Thus, before you can access the web-based Nagios Service Details report for the first time, you must
specify a password to use for the user nagi osadnmi n.

IMPORTANT: Do not delete the nagi osadmni n user.

To configure a password for user nagi osadni n:

1 Log in to OES Remote Manager as the Linux r oot user.
2 Click the Configure icon in the toolbar to go the OES Remote Manager Configuration Options
page.

3 Under Nagios Configuration Options, click Nagios User Management.

Nagios Configuration Options
Edit Magios cgi config file

Edit Magios command config file
Edit Magios config file

Edit Magios object command config file
Edit Magios object contact config file

Magios User Managemenf]

| Restart Nagios |
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4 On the Nagios User Management page, specify nagi osadmi n as the Nagios user name.

Nagios User Management

Nagios User Information

Nagios Username |nagiosadmin |

MNagios Password [.-..-- l

Confirm Nagios Password [uuu l

| Create User |

| Delete User |

5 Type a password, then type it again to confirm.
6 Click Create User.

The user name and password are saved in the / et ¢/ nagi os/ ht passwd. user s file. The
password is stored in encrypted format. The password is enforced on the next login to Nagios.

7 When a message confirms that the user nagi osadmi n was created in Nagios with the
password you provided, click OK to dismiss the message.

Nagios User Management

Nagios User Information

The username nagiosadmin was created with the entered password for use in Nagios.
| oK |

For information about configuring additional Nagios users and the tasks they can perform, see
Section 7.5, “Managing Nagios Users,” on page 47.

Setting or Modifying an Email Address for the nagiosadmin Contact

By default, Nagios defines the nagi osadmni n user as a contact in the / et ¢/ nagi os/ obj ect s/
cont act s. cf g file. It sets the email for the contact to nagios@localhost. In order to receive

notification alerts from the Nagios alert notification system, you must replace this email setting with

a valid email address. You must restart Nagios to apply the changes.

IMPORTANT: Do not delete the nagi osadmi n contact or its enai | definition line in the / et ¢/
nagi os/ obj ect s/ cont act s. cf g file.

To configure an email address for the contact nagi osadmi n:

1 Login to OES Remote Manager as the Linux r oot user.

2 Click the Configure icon in the toolbar to go the OES Remote Manager Configuration Options
page.
3 Under Nagios Configuration Options, click Edit Nagios object contact config file.

This opens the / et ¢/ nagi os/ obj ect s/ cont act s. cf g file in the OES Remote Manager text

editor.
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Edit Magios cgi config file

Edit Magios command config file

Edit Magios config file

Edit Magios object command config file
Edit Nagios object contact config file

Magios User Management

| Restart Nagios |

4 Scroll down to the cont act definition section for nagi osadni n, and then replace
nagios@Iocalhost with the email address (such as bob@example.com) where you want to
receive alert notifications that are sent to nagi osadni n.

letcinagios/iobjects/contacts.cfg

#
# CONTACTS
#
# Just one contact defined by default - the Nagios admin (that's you)
# This contact definition inherits a lot of default values from the 'generic-
contact’
# template which is defined elsewhere.
define contact{
contact_name nagiosadmin ; Short name of user
use generic-contact ; Inherit default
values from generic-contact template (defined above)
alias Nagios Admin ; Full name of user
email bob@example. com ; =<****k CHANGE THIS TO
YOUR EMAIL ADDRESS *## ik
}

| Save Changes | File Encoding:  ® AnSI O UTF-8
5 Click Save Changes.

The changes are saved in the / et ¢/ nagi os/ obj ect s/ cont act s. cf g file. You can verify the
new saved date for the file.

/ete/nagios/objects ?

ﬁnugtoad Qurext search B nventory

Directory Listing

Info  Name ¥ Size ¥ Date and time ¥ Attributes
[(3 . N/A - Ved 29 Mar 2017 06:45:11 PM IST d e rx rx
Ea = N/A Ved 29 Mar 2017 06:45:11 PM IST drwx r.x r.x
@ commands. cfg 7,712 Mon 27 Mar 2017 09:32:22 PM IST P O
@ contacts.cfg 2,166 Mon 27 Mar 2017 09:32:22 PM IST W Ta. T
@ localhost.cfg 5,403 Mon 27 Mar 2017 09:32:22 PM IST LIWL .. T

6 Click the Configure icon in the toolbar to return to the OES Remote Manager Configuration
Options page, then restart Nagios.

6a Under Nagios Configuration Options, click Restart Nagios.

6b When you are prompted to confirm the restart, click OK to proceed.
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Are you sure you want to restart Nagios? (Sewvices provided by Magios will temporarily be
disabled.)

6c Wait while Nagios is restarted with the r cnagi os restart utility.

Nagios Restart

nagios is being restarted with the "rcnagios restart” utility.

When the restart is completed, OES Remote Manager returns to the Configuration Options
page.

Using the Nagios admins Contact Group

Nagios defines a default contact group adni ns and adds the contact nagi osadmni n as a member of
the group in the cont act gr oup section of the / et ¢/ nagi os/ obj ect s/ cont act s. cf g file.

If you create additional Nagios users and contacts, you can add them to the admi ns group. It is not
necessary to create additional contact groups. However, Nagios also allows you to create other
contact groups to make it easier to set up authorizations for Nagios users who have different roles.

IMPORTANT: Do not remove the default contact group admi ns from the / et ¢/ nagi os/ obj ect s/
cont act s. cf g file. Do not remove the Nagios contact nagi osadmi n from the group admi ns.

You can set up contacts, contact groups, and members of contact groups in the Nagios Object
Contact configuration file on the OES Remote Manager Configuration Options page (or in the / et ¢/
nagi os/ obj ect s/ cont act s. cf g file). You must restart Nagios to apply the changes.
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7.2.2

Configuring Nagios Monitoring

Nagios is automatically configured with basic monitoring settings for the server. The Nagios contact
nagi osadmi n has all the necessary authorizations to manage and use Nagios.

You can also define other Nagios users and set them up as contacts, set the CGl and object
authorizations for Nagios contacts, specify the systems and services to monitor, specify display
preferences for the dashboard, set up logging preferences, and set up notifications. As the Linux
r oot user, you can go to the OES Remote Manager Configuration Options > Nagios Configuration

Options in order to perform the tasks described in Table 7-2.

Table 7-2 Nagios Configuration Options

Nagios Configuration Option Related File or Command

Description

Edit Nagios cgi config file /etc/nagios/cgi.cfg

Defines the CGI parameters and
which contacts or contact groups
are allowed to access them.

Edit Nagios command config file /etc/nagios/command.cfg

Defines commands, including
service check, service notification,
host check, host notification,
service event handler, and host
even handler.

Edit Nagios config file /etc/nagios/nagios.cfg

Specifies the main log file where

service and host events are logged.

For more information, see
Section 7.7, “Configuring Nagios
Logging,” on page 51.

You can configure other Nagios
parameters as defined in the
configuration file.

Edit Nagios object command config /etc/nagios/objects/commands.cfg
file

Provides you with some sample
command definitions that you can
reference in host, service, and
contact definitions.
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Nagios Configuration Option Related File or Command Description

Edit Nagios object contact config  / et ¢/ hagi os/ obj ect s/ By default, defines the

file contacts.cfg nagi osadmi n user as a contact
and adds the contact to the
contact group admi ns. You must
specify an email address to use for
alert notifications sent to the
nagi osadmi n contact.

You can configure Nagios users as
contacts and set up contact
methods for each one, such as
email, pager, cell phone, instant
message, audio alert, and so on.

You can also add a contact as a
member of the default contact
group adni ns, or create other
contact groups and add contacts as

members.
Nagios User Management / et c/ nagi os/ Create a Nagios user name and
ht passwd. users password, or delete a Nagios user.

You can also use this option to
create the user name with a
different password.

For more information, see
Section 7.5, “Managing Nagios
Users,” on page 47.

Restart Nagios rcnagi os restart Restart the Nagios daemon after
you make changes to the
configuration files.

OES Remote Manager provides a text editor to modify the configuration files from the web browser.
The configuration options are described in-line in each of the Nagios configuration files. After you
modify the configuration files, you must restart Nagios to apply the settings. You can alternatively
log in to the server as the Linux root user and use a text editor to modify the configuration files in the
/ et c/ nagi os folder.

After you modify the configuration files, you should verify the configuration before you restart
Nagios. The Nagios daemon will not start if the configuration contains errors.

To verify your configuration, run Nagios with the -v command line option:
[ usr/sbin/ nagios -v /etc/nagi os/ nagios. cfg

If critical data is missing or wrong, Nagios displays a warning or error message that identifies the line
in the configuration file that seems to be the source of the problem. Nagios might print only the first
error it encounters to prevent the error from cascading the problem to subsequent settings in the
file. If you get an error message, correct the line in the configuration file, then repeat the verification
until no errors occur. Warning messages can generally be safely ignored, because they are
recommendations and not requirements.
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7.2.3 Accessing the Nagios Website

The Nagios website configuration file (/ et ¢/ apache2/ conf. d/ nagi os. conf ) uses basic
authentication by default. Information and passwords are sent in clear text.

IMPORTANT: You should access Nagios behind the firewall or via secure channels.

When you click Nagios Service Detail, the monitoring dashboard opens in a pop-up browser window.
If the pop-up blocker is enabled for your web browser, ensure that you disable the browser's pop-up
blocker for the Nagios website (http://<server_ip_address or localhost>/nagios).

Authentication is required by default. You are prompted to log in. You can log in as the default user
nagi osadmi n, or create and configure other Nagios users.

To access the Nagios Service dashboard via OES Remote Manager:

1 Login to OES Remote Manager as the Linux root user or as a LUM-enabled administrator user.

2 Select Diagnose > Server Health Services.

3 Click Nagios Service Detail.

4 When you are prompted to authenticate by Nagios Access, specify the user name and password
of a Nagios user account, then click OK.

To access Nagios reports via the native Nagios browser view:

1 In a web browser, go to the Nagios URL:
http://<server _ip_address>/ nagi os

2 When you are prompted to authenticate by Nagios Access, specify the user name and password
of a Nagios user account, then click OK.

3 Under Monitoring on the left panel of the server's Nagios home page, click Service Detail.

7.2.4 Using Nagios Plug-Ins

Nagios plug-ins are extensions to Nagios that allow you to monitor hosts, devices, services,
protocols, and applications. A plug-in performs a specific type of check and reports the results to
Nagios.

The Nagios plug-ins package (nagi 0s- pl ugi ns) provides a set of basic system monitoring plug-ins.
It also includes plug-in libraries that are used by the basic plug-ins and additional plug-ins. You can
also find Nagios plug-ins for a variety of services and applications on the Nagios Exchange (http://
exchange.nagios.org/) website. Currently, OES does not provide plug-ins specifically designed for
OES products and services.

Novell Support for Nagios plug-ins is limited to the plug-ins provided by Novell. For information
about using the Nagios basic plug-ins, see the Nagios Plug-ins Documentation (http://www.nagios-
plugins.org/doc/index.html) on the Nagios Plug-Ins Project (http://www.nagios-plugins.org/)
website. If you use third-party plug-ins or open source plug-ins, you must refer to the providers of
those plug-ins for support.
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A Nagios plug-in can be compiled binaries (written in programming languages such as C or C++) or
executable scripts (such as shell, Perl, or PHP). For information about how to create your own Nagios
plug-ins, see the Nagios Plug-in Development Guidelines (http://www.nagios-plugins.org/doc/
index.html) on the Nagios Plug-Ins Project (http://www.nagios-plugins.org/) website.

7.2.5 Using Object Configuration Files

Templates for Nagios object configuration files are in the / et ¢/ nagi os/ obj ect s directory. When
you start or restart Nagios, it caches the object definitions in the / var/ | i b/ nagi os/

obj ect s. cache file. The CGls read information from the cache file, rather than directly from the
object configuration files, in order to prevent inconsistencies that can occur if you modify the
configuration files after Nagios starts. Thus, if you modify a configuration file, you must restart
Nagios to apply the change.

7.2.6 Additional Information

For detailed information about configuring and using Nagios to monitor your server and services,
see the Nagios Documentation (http://www.nagios.org/documentation) at Nagios.org.

For additional information about CGI permissions, see Authentication and Authorization in the CGls
(http://nagios.sourceforge.net/docs/3_0/cgiauth.html) in the Nagios Core documentation.

7.3 Monitoring Service Health with Nagios

The Nagios website allows you to monitor the basic services and the services that you configure
Nagios to monitor.

You must set up the credentials for the nagi osadmi n user before you can view the Nagios health
website. For more information, see Section 7.2.1, “Configuring Nagios Authenticated Users and
Contacts,” on page 38.

You can also configure other Nagios users. For more information, see Section 7.5, “Managing Nagios
Users,” on page 47.

To monitor service health with Nagios:

1 Log in to OES Remote Manager as the Linux r oot user or as a LUM-enabled administrator user.

2 Access the Nagios Service Detail page, using any of the following methods in OES Remote
Manager:

+ Click the Overall server health status indicator icon iﬂ

+ Click the Health Monitor icon in the header frame.
+ Select Diagnose > Server Health Services.

3 On the Nagios Service Detail page, click the Nagios Service Details link to view the Nagios
website.

4 When you are prompted, log in to Nagios using the Nagios credentials for the nagi osadmni n
user or log in another Nagios user that you have configured as a Nagios contact.

You remain logged in to the Nagios website until you close the web browser.
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For information about setting up Nagios users, see Section 7.5, “Managing Nagios Users,” on
page 47.

5 When you are done, close the web browser to log out of the Nagios website.

7.4 Restarting Nagios

To restart Nagios from OES Remote Manager:

1 Login to OES Remote Manager as the Linux r oot user.

2 Click the Configure icon in the toolbar to go the OES Remote Manager Configuration Options
page.
3 Under Nagios Configuration Options, click Restart Nagios.

4 When you are prompted to confirm the restart, click OK to proceed.

Are you sure you want to restart Nagios? (Services provided by MNagios will temporarily be
disahled.)

5 Wait while Nagios is restarted with the r cnagi os restart utility.

Nagios Restart

nagios is heing restarted with the "rcnagios restart” utility.

When the restart is completed, OES Remote Manager returns to the Configuration Options
page.

To restart Nagios from the command line:

1 Login to the server as the Linuxr oot user, then open a terminal console.

2 At the command prompt, enter

rcnagi os restart

7.5 Managing Nagios Users

The Nagios User Management tool allows you to add and delete Nagios users, or re-create users to
configure new passwords for them. Before you can access the Nagios website, you must use this tool
to set a password for the Nagios user nagi osadmni n.

+ Section 7.5.1, “Creating or Re-Creating a Nagios User,” on page 48

*

Section 7.5.2, “Setting Passwords for Nagios Users,” on page 48

*

Section 7.5.3, “Deleting a Nagios User,” on page 48

*

Section 7.5.4, “Configuring Nagios Contacts and Notification Methods for Them,” on page 49

*

Section 7.5.5, “Configuring Nagios CGI Authorization for Contacts,” on page 49
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7.5.1

48

7.5.2

7.5.3

Creating or Re-Creating a Nagios User

v A W N =

Log in to OES Remote Manager as the Linux r oot user.

Go to OES Remote Manager Configuration Options page.

Under Nagios Configuration Options, click Nagios User Management.

Specify the user name for a Nagios user.

Set the password for the Nagios user. Type a password, then type it again to confirm.

Passwords are required by default. You must set a password to ensure that authentication is
required to access the Nagios web-based dashboard.

Click Create User.

The user name and password are saved in the / et ¢/ nagi os/ ht passwd. user s file. The
password is stored in encrypted format. The password is enforced on the next login to Nagios.

If you are creating a new Nagios user, ensure that you configure the contact information for the
user and the actions the user is allowed to make. Continue with the following sections:

¢ Section 7.5.4, “Configuring Nagios Contacts and Notification Methods for Them,” on
page 49

¢ Section 7.5.5, “Configuring Nagios CGI Authorization for Contacts,” on page 49

Setting Passwords for Nagios Users

You typically set passwords for Nagios users when you create the user names.

To add or modify a password for an existing Nagios user:

A U A WN R

Log in to OES Remote Manager as the Linux r oot user.

Go the OES Remote Manager Configuration Options page.

Under Nagios Configuration Options, click Nagios User Management.

Specify the user name for an existing Nagios user.

Set the password for the user. Type a password, then type it again to confirm.
Click Create User.

The user name and password are saved in the / et ¢/ nagi os/ ht passwd. user s file. The
password is stored in encrypted format. The password is enforced on the next login to Nagios.

Deleting a Nagios User

Only Nagios users are allowed to access the web-based Nagios dashboard. Do not delete the Nagios
user name of a Nagios contact who needs access to the dashboard.

IMPORTANT: Do not delete the default Nagios user nagi osadm n.

1
2

3

Log in to OES Remote Manager as the Linux r oot user.

Click the Configure icon in the toolbar to go to the OES Remote Manager Configuration Options
page.
Under Nagios Configuration Options, click Nagios User Management.
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4 Specify the user name for an existing Nagios user.
5 Ignore the Password and Confirm Password fields.
6 Click Delete User.

The user name and password are removed from the / et ¢/ nagi os/ ht passwd. user s file.
The access is denied on the user’s next login to Nagios.

7.5.4 Configuring Nagios Contacts and Notification Methods for Them

After you create a Nagios user, you should define the user as a Nagios contact, in order to control
what that user is allowed to do and see. Define the contact in the Nagios Object Contact
configuration file on the OES Remote Manager Configuration Options page (orin the/ et ¢/

nagi os/ obj ect s/ cont act s. cf g file). You can use the nagi osadmi n definition as a template.
You must restart Nagios to apply the changes.

To define a new contact:

1 Log in to OES Remote Manager as the Linux r oot user.
2 Click the Configure icon to go to the OES Remote Manager Configuration Options page.

3 Under Nagios Configuration Options, click Nagios User Management, then create a user name
and password for the user.

For more information, see Section 7.5, “Managing Nagios Users,” on page 47.
4 Under Nagios Configuration Options, click Edit Nagios Object Contact configuration.

5 Add a contact definition for the existing user name, and provide a valid email address where
you want to receive alert notifications for the user.

6 (Optional) Add other contact methods to the contact definition, such as pager, cell phone,
instant message, audio alert, and so on.

7 (Optional) Add the contact name as a member of the contact group adm ns, or to another
contact group that you have defined.

8 Under the editing window, click Save Changes.
9 Configure the contact or the contact group for CGl access.

For more information, see Section 7.5.5, “Configuring Nagios CGI Authorization for Contacts,”
on page 49.

10 Under Nagios Configuration Options, click Restart Nagios to apply the changes.

7.5.5 Configuring Nagios CGI Authorization for Contacts

The Nagios CGI settings determine who has access to view monitoring and configuration
information, and who can submit commands to the Nagios daemon through the web interface. By
default, in the CGI configuration file (/ et ¢/ nagi os/ cgi . cf g), the Nagios contact nagi osadni n
has all the necessary authorizations to manage and use Nagios:

+ System and process information

+ Configuration information

+ System and process commands via the Nagios command CGl file (/ usr/ | i b/ nagi os/ cgi /
cnd. cgi)
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¢ All hosts information

+ All services information

+ All host-related commands via the Nagios command CGl file (/ usr/ I i b/ nagi os/ cgi /
cnd. cgi)

+ All service-related commands via the Nagios command CGl file (/ usr/ 1 i b/ nagi os/ cgi /
cnd. cgi)

You can configure a Nagios contact's authorization settings in the Nagios CGI configuration file on
the OES Remote Manager Configuration Options page (or in the / et ¢/ nagi os/ cgi . cf g file). The
configuration options are described in-line in the configuration file. You must restart Nagios to apply
the changes.

Modifying the Nagios Notification Methods for
Contacts

The Nagios notifications system is configured by default to send email notifications to the Nagios
contact nagi osadmi n. You must set the email address to use for nagi osadmi n in the Nagios
Object Contact configuration file on the OES Remote Manager Configuration Options page (or in the
/ et c/ nagi os/ obj ect s/ cont act s. cf g file). You must restart Nagios to apply the changes. For
more information, see “Setting or Modifying an Email Address for the nagiosadmin Contact” on
page 40.

If you define other Nagios contacts, you must specify at least one notification method for the
contact. In addition to email, Nagios can send notifications via pager, cell phone, instant message,
audio alert, and so on. How notifications are sent depends on the notification commands that are
defined in your object definition files.

Each host and service definition has a cont act _gr oups option that specifies which contact groups
receive notifications for that particular host or service. Contact groups can contain one or more
individual contacts. Each member contact receives alert notifications according the method
configured in its contact definition.

To configure the notification methods to use for Nagios contacts:

1 Log in to OES Remote Manager as the Linux r oot user.

2 Go to OES Remote Manager Configuration Options page.

3 Under Nagios Configuration Options, click Edit Nagios Object Contact configuration.
4

In each contact definition, use the email parameter to specify a valid email address where you
want to receive alert notifications that are sent to them. For example, bob@example.com.

You can use other notification parameters in a contact definition to specify alternative
notification methods for the contact.

5 Under the editing window, click Save Changes.

6 Under Nagios Configuration Options, click Restart Nagios to apply the changes.

Diagnosing Problems Using Nagios



1.7

Configuring Nagios Logging

By default, Nagios logs events for the host and services in the / var /| og/ nagi os/ nagi 0s. | og
file. Use the / et ¢/ nagi os/ nagi os. cf g file to control logging for Nagios. For information about
logging options, see Table 7-3.

Table 7-3 Nagios Logging Options

Logging Parameter

Description and Logging Options

Default Setting

log_file

Specifies the path of the log file, including
the file name.

/var /| og/ nagi os/
nagi os. | og

| og_rotation_nethod

Specifies the rotation method that Nagios
should use to rotate its main log file, or
disables rotation of the log.

+ n: None, don’t rotate the log

+ h: Hourly rotation (at the top of the
hour, every hour)

+ d: Daily rotation (at midnight, every
day)

+ w: Weekly rotation (at midnight on
Saturday evening)

+ m: Monthly rotation (at midnight on
the evening of the last day of the
month)

Rotate the nagi os. | og file
at midnight every day.

| og_archive_path

Specifies the path of the directory where
rotated (archived) log files are stored, if log
rotation is enabled.

/var /| og/ nagi os/
archi ves

use_sysl og

Specifies whether to log Nagios messages to
the syslog facility as well as to the Nagios
main log file.

+ 1: Enable messages to syslog.

¢ 0: Disable messages to syslog.

Messages are sent to syslog as
well as to nagi os. | og.

| og_notifications

Specifies whether to log notifications.

+ 1: Log notifications.

¢ 0: Do not log notifications.

Log notifications.

| og_service_retries

Specifies whether to log service check
retries.

+ 1: Log service check retries.

+ 0: Do not log service check retries.

Log service retries.

| og_host _retries

Specifies whether to log host check retries.

¢ 1: Log host check retries.

¢ 0: Do not log host check retries.

Log host check retries.
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Logging Parameter

Description and Logging Options

Default Setting

| og_event _handl ers

Specifies whether to log host and service
event handlers.
¢ 1: Log host and service event handlers.

¢ 0: Do not log host and service event
handlers.

Log host and service event
handlers.

log initial states

Specifies whether to log the initial state for
every host and service the first time its status
is checked. Enable this option only if you are
using an external application that reports its
long-term state statistics.

+ 1: Log theinitial state for every host and
service.

¢ 0: Do not log the initial state for every
host and service.

Do not log the initial state for
every host and service.

| og_ext ernal _conmands

Specifies whether to log external commands.

¢ 1: Log external commands.

¢ 0: Do not log external commands.

NOTE: The check_ext er nal _conmmands
option is enabled by default for OES Remote
Manager. This enables you to use the CGlI
command interface.

The command_check _i nt erval issetto-
1 by default for OES Remote Manager. This
causes Nagios to check the external
command file as often as possible.

Log external commands.

| og_passi ve_checks

Specifies whether to log passive host and
service checks.

+ 1: Log passive checks.

¢ 0: Do not log passive checks.

Log passive checks.

Diagnosing Problems Using Nagios



1.8

1.9

Viewing the PIDs or Monitoring the Health of
Processes

To view process information, click Manage Linux > View Process Information. On the Process
Information page, you can view a list of active processes. Table 7-4 describes the health information
that is reported for each process:

Table 7-4 Process Health Information

Parameter Description

Process Information Shows an Information icon. Click the Information icon next to the process name to
monitor or kill an individual process.

Name Shows the process or executable program name.
Owner Shows the process owner (the user who started the process).
ID (Status) Shows the process ID (PID) of the task and the current state of the task. The states

are Sleep (S), Running (R), Traced (T), or Zombied (Z). These states are modified by
a trailing character as follows:

* <indicates a process with a negative nice value.

+ N indicates a process with a positive nice value.

+ W indicates a swapped-out process for non-kernel processes.

CPU Usage % Shows the task’s share of the CPU time since the last screen update, expressed as a
percentage of total CPU time per processor.

Priority Shows the priority of the task.

Run Time Shows the total CPU time that the task has used since it started.

Physical Memory (%) Shows the amount of physical memory in bytes that the task is using, and the
percentage of RAM memory that this represents. The Linuxt 0p command reports
this information in kilobytes.

Virtual Memory Shows the amount of virtual memory in bytes that the task is using to hold the
code, data, and stack space memory. This is the value reported by the Linuxt op
command’s RSS switch. The Linux t op command reports this information in
kilobytes.

Monitoring or Killing an Individual Process

On the Process Information page for a selected process, you can view information about the process;
issue a SIGTERM, SIGKILL, or SIGHUP signal to kill the process; or send a custom signal. The process
information is obtained from the st at file that is available for the process ID in the / pr oc directory.
Process information can also be retrieved at the command line by using the Linuxt op command.

To view process information, click Manage Linux > View Process Information, then click the name link
of the process.
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Table 7-5 Process Information

Parameter

Description

Process Name

Shows the process or executable program name.

Process ID

Shows the process identifier.

Status

Shows the current status of the process. The status can be running, sleeping (an
interruptible wait), zombie, D (waiting in uninterruptible disk sleep), T (traced or
stopped on a signal), or W for paging.

Command Line

Shows the actual command line of the executed command to start this process.

Working Directory

Shows the current working directory of the process.

Executable Path

Shows the actual path name of the executed command to start this process.

Total Memory

Shows the total memory allocated to this process.

Code Size

Shows the total memory allocated for code to this process.

Data Size

Shows the total memory allocated for data to this process.

Library Memory

Shows the total memory allocated for libraries to this process.

Dirty Pages

Shows the total memory that is dirty that belongs to this process.

Resident Pages

Shows the amount of memory that this process is using that has not been
swapped out.

Tasks

Shows a list of tasks or threads belonging to this process.

File Descriptors

Shows a list of file descriptors that the process has open.

Troubleshooting a Suspect or Bad Health Status

When the health status of an item changes from good to a suspect or bad state, you can look at the
specific item and check the online help for suggested remedies.

1 In OES Remote Manager, access Server Health Services.

2 Look for the specific health service that has changed status.

3 View the information of the service that has changed by clicking the service link.

It displays the Service State Information of the specific service.
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Viewing File Systems

The Home icon r.‘| and View File System section in OES Remote Manager for Linux include the
following links to these pages:

Table 8-1 Links for Viewing File System Information

Link Page Displayed

Home icon File System Management

View File System Listing Directory Listing of / (r oot ) directory
View Partition Information Partition Information

From these pages you can perform the following tasks:

+ Section 8.1, “Viewing Mounted Devices and Performing Actions on Them,” on page 56
+ Section 8.2, “Browsing File Systems and Performing Actions on Them,” on page 57

+ Section 8.3, “Viewing Partition Information,” on page 62
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8.1 Viewing Mounted Devices and Performing Actions on

Them

The File System Management page is the home page for OES Remote Manager.

Figure 8-1 File System Management Page with Information Pages

File System Information

File System: /dev/hda2

thount Point f

File System Management

56

Type ext3
Size 7168 File Systems
In Use 1.3GE Mounted Device Mount Lacation
Free space [N (56, 26G Free) ———= @ rootfs i (88 free)
fdevfroot £
File System Infarmation proc fproc
sysfs Fays
. devpts fdewipts
File System: AP/.CORE_OS.DEV.NOVELL
. tmpfs fdewsshm
Mount Point fmntfusers -
fdev/dvd Fmediasdvd
Type ncpfs -
: fdey s fdd frnediaf floppy
Size 228GH
ushfs fprocfbusiush
In Use 71GB
(i) AP {.CORE_OS.DEV.MOWVELL fmntfcode [18% frea)
Free Space _[69%, 167G Frea) -
& (@) AP A CORE_QS.DEY. MOVELL fmntfusers [69% free)
(i) DR/ .CORE_OS.DEV. NOWELL frntfdata [63% free)
P
5YS Share Information & (@ svs fusr maveli 5
Description Value
File system path Fusrinovell/sys
File system shadow path n/a
Loaded name spaces DOS LONG
File system type EXT3
NCP volume ID 0
mounted
Status online
Sector Size 512
Sectors per Cluster 8
Capacity 13.07 GB
Local cache Parameter Value
trustee count 2
cached files 90
evicted files )
cached folders 35
cache retrieved 334
cache retrieved locked 0

You can access this page by clicking the Home icon [ 41 (File System) link in the header frame.
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The File System Management page provides a list of the server's mounted devices. The devices that
are shown are from the Linux mountable file, which is a list of other file systems mounted on this
host’s file system.

You can view the percent of free space available on all mounted physical devices or external file
systems that have actual disk space. Available disk space on virtual file systems is not shown. For
information about how NSS reports space usage for volumes, see “Guidelines for Sizing Volumes” in
the OES 23.4: NSS File System Administration Guide for Linux.

To view specific information about each mounted physical device or external file system that has

actual disk space, click the Information icon (i} on the left. Clicking the Information icon displays one
of the following types of pages:

+ File System Information. This page shows the mount point, the file system type, the size of the
mount point and the space in use. Clicking the Unmount button on this page, dismounts the
remote file system shown. The Unmount button is available only on remotely mounted file
systems such as NFS, NCP, and Samba.

+ NCP Share Information. This page shows the volumes underlying file system type, mount point
and status, and cache information.

You can browse any of these file systems by clicking the link in the Mount Location column. At this
point, you can perform any of the tasks listed for browsing the servers file system. See “Browsing File
Systems and Performing Actions on Them” on page 57.

Browsing File Systems and Performing Actions on
Them

On the Directory List page, you can view the Linux POSIX file system and NSS file system from mount
points or local partitions; browse directories and files; view and change attributes, directories, and
files; and edit, delete, or rename files.

To access this page, click View File System > View File System Listing in the navigation frame.
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Figure 8-2 Directory List Page

|1|UDload QText Search Elnventow

Directory Listing

Info  Name ¥ Size ¥ Date and time ¥ Attributes
E(i . MN/A VWed 29 Mar 2017 07:07:57 PM IST MN/A
[ﬁ .snapshots N/A Fri 31 Mar 2017 06;45:25 PM IST drwxr.x...
Ea admin NfA  Thu 30 Mar 2017 11:18:57 AMIST d rwst e rwx
E(i admin NfA Thu 30 Mar 2017 11:18:26 AM IST drwx r.xr.x
[ﬁ bin NfA Tue 07 Feb 2017 02:51:04 PM IST o P X K
Ea boot Nf&  Wed 29 Mar 2017 09:34:48 PM IST drwxr.xr.x
Ea dev N/A Mon 03 Apr 2017 06:04:14 PM IST d e rorx
[ﬁ etc N/A Fri 31 Mar 2017 11:49:00 AM IST d rwx r.x r.x
i horme N/A Thu 30 Mar 2017 06:12:16 PM IST d v r.xr.x
La
Eﬁ lib NfA - Wed 29 Mar 2017 06:46:32 PM IST drwxr.xr.x
[ﬁ lib&4 NfA  Wed 29 Mar 2017 06:47:03 PM IST d s r.sr.x
E(i media NFA  Wed 29 Mar 2017 06:49:38 PM IST d rwx r.x r.x
iz mnt MN/A sun 21 Sep 2014 07:37:14 PM IST d rws L X
P
Ea opt N/A  Wed 29 Mar 2017 06:44:38 PM IST d rw rx
Ea proc N/A Thu 30 Mar 2017 11:18:10 AM IST drosroor.s
[ﬁ root NfA Mon 03 Apr 2017 03:38:10 PM IST drwx... ...
Ea run NSA Mon 03 Apr 2017 02:59:00 PM IST o rws . rx
Ea shin NFA  Wed 29 Mar 2017 06:49:38 PM IST d rwx r.x r.x
T selinux un = 137 WX T X
| N/A sun 21 Sep 2014 07:37:14 PM IST d
E(i sy NFA  Wed 29 Mar 2017 06:47:07 PM IST d rwx r.x r.x
[a 5y N/A  Thu 30 Mar 2017 11:18:11 AM IST droxrxr.x
[{i tmp NSA Mon 03 Apr 2017 08:15:01 PM IST d s W rwx

The following table describes the actions necessary to access directories, files, and file and directory
attributes from the Directory List page.

Table 8-2 Directory List Page Tasks and Procedures

Tasks Procedures

Browse to a mount point, volume, directory, or Click the link_for_the_mount_point, volume, directory, or

local partition local partition under the Name column.
Move down the directory tree Click the directory_name link.
Move up the directory tree Click the double_dots (..) link.

Re-sort the list by name, size, or date and time. Click the column heading that has a Sort icon ¥ next to it.

The default sort for this listing is by the directory or file
name.

View or change the attributes of a directory Click the Attributes link. For information, see Section 8.2.1,
“Viewing or Changing File or Directory Attributes,” on
page 59.

View the size of a directory or file. The Size column for a directory lists the size of all files and
subdirectories in that directory.
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8.2.1

8.2.2

From the Directory Listing page, you can perform the following tasks.

+ Section 8.2.1, “Viewing or Changing File or Directory Attributes,” on page 59

+ Section 8.2.2, “Viewing Details about Directories and Performing Actions on Them,” on page 59
+ Section 8.2.3, “Uploading a File to the Server,” on page 60

+ Section 8.2.4, “Downloading a File from the Server to a Local Workstation,” on page 60

+ Section 8.2.5, “Searching for Text in Files,” on page 61

+ Section 8.2.6, “Viewing the Details of a File and Performing Specific Actions,” on page 61

+ Section 8.2.7, “Viewing Individual Files,” on page 62

Viewing or Changing File or Directory Attributes

Clicking the Attributes link opens the Directory Information page where you can view or change the
attributes of the directory. For more information, see “Viewing Details about Directories and
Performing Actions on Them” on page 59 and “Viewing the Details of a File and Performing Specific
Actions” on page 61.

IMPORTANT: To set directory and file attributes for files on the NSS file system, go to Manage NCP
Services > Manage Shares, the browse to locate the file and set its attributes. You can also use
iManager or Client for Open Enterprise Server.

Viewing attributes on NSS volumes, directories, and files conveys the status of the NSS file system
directory and file attributes: Hidden (H), Read Only (Ro), Read/Write (Rw), and Execute (X). You can
view these settings in OES Remote Manager for Linux as a combination of Read, Write, and Execute
fields for the User, Group, and Other categories. Although it appears that you can control these
attributes using the selections on the Directory Information page, the selections do not actually
control the conventional POSIX settings for NSS directories and files. For more information, see
“Viewing Key NSS Directory and File Attributes as Linux POSIX Permissions” in the OES 2023: File
Systems Management Guide.

Viewing Details about Directories and Performing Actions on
Them

1 Click the View File System > View File System Listing link in the navigation frame or click a
Mount_Location_name link on the Home page.

2 On the Directory list page, browse to the directory you want to search in by clicking the
directory_name link.

3 From the directory listing, click the Folder Information icon [ to the left of the directory or
subdirectory you want to view information about or change the attributes of.

4 Onthe Directory Information page that is displayed, view the information or select/deselect the
check box for the attributes that you want to change.

5 Click OK.

6 When viewing the details of a directory from the Directory Information page, you can also
perform the following tasks for the selected directory:

+ Delete the directory and its contents
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+ Rename the directory
+ Create a subdirectory in the directory
+ Create a symbolic link in the directory

Type the required information in the field next to the option, then click its button.

[ Delete Directary and Caontents ]

[ Fiename Directary ] /home

[ Create Subdirectary ]

[ Create Symbalic Link ]

8.2.3 Uploading a File to the Server

If you have rights to write to the current directory that you are viewing via OES Remote Manager,
you can use the Upload link to copy a file from your local machine or any other network directory to
the currently selected directory.

You can upload only one file at a time. The file’s date and time are changed when performing this
task.

To perform this task:
1 Click the View File System > View File System Listing link in the navigation frame or click a
Mount_Location_name link on the Home page.

2 On the Directory list page, browse to the directory you want to upload a file to by clicking the
directory_name link.

3 In the directory listing, click the Upload link at the top of the Directory listing page.
4 Browse to and select the file that you want to upload.
5 Click Upload.

8.24 Downloading a File from the Server to a Local Workstation

When you are browsing the server’s file system via OES Remote Manager, you can download any file
to your local machine by clicking the file name, and then saving the file to your local workstation.

1 Click the View File System > View File System Listing link in the navigation frame, or click a
Mount_Location_name link on the Home page.

2 On the Directory/File List page, browse to or search for the file that you want to download.

3 Click the file_name link.

4 When prompted, save the target file to the desired location.

If the file opens rather than prompting you to save it, you can use the browser features to save
the file.
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8.2.5 Searching for Text in Files

On the Directory Listing page, you can do a GREP-type search (it accepts GREP wildcard characters)
through the files in the current directory as well as subdirectories to find text in a file.

1 Click the View File System > View File System Listing link in the navigation frame or click a
Mount_Location_name link on the Home page.

2 On the Directory list page, browse to the directory you want to search in by clicking the
directory_name link.

3 Click the Text Search link.

4 Specify the content, file name, or extension you want to search for and select whether you want
to match the case.

5 (Optional) If you want to search all subdirectories as well, select Search Subdirectories.
6 Click Search.
If nothing is found, no files are listed under the search instructions.

If the search instructions are not valid, the page showing the directory you wanted to search is
returned.

If the search instructions are valid, the results are displayed on a page with the search
instructions.

In the display results, you can

+ Click the file name link to view or download the file.

+ Click the File Information icon EQ to view information about the file; change the attributes
to it; or edit (conditional), rename, or delete the file.

If the file is a simple text file or a file with an extension listed in the / opt / novel | / nrnl
nrmedi t. t xt file, you can also edit the file by clicking the Edit File button.

8.2.6 Viewing the Details of a File and Performing Specific Actions

1 Click the View File System Listing link in the navigation frame or click a Mount Location name link
on the Home page.

2 On the Directory list page, browse the directories to the file, then click the File icon @, to the
left of the file name.

3 On the File Information page that is displayed, view the information or specify the information
required for the applicable task, and then click the applicable button for the task you want to
perform.

For Attributes management, click the attributes that you want to select/deselect and then click
OK.

For file management, use the Edit, Delete, or Rename buttons. The Edit button is available only
on simple text files or files with the extensions listed in the / opt / novel I / nrmi nrnedi t . t xt
file.
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If you want to save the file with an ANSI or UTF-8 encoding, select the appropriate option and
click OK.

Edit | Delete | Fename ||,.’h|:|me,."test.".ema|:s

Create Hard Link ||
Create Symbalic Link ||

8.2.7 Viewing Individual Files

If your browser is set up to recognize a certain file extension (for example, . t Xt ), you can browse to
and click a file of that type to view it directly in OES Remote Manager. Otherwise, you can download
any file to your local machine by clicking the file name, and then saving it to a local workstation and
opening it there. See Section 8.2.4, “Downloading a File from the Server to a Local Workstation,” on
page 60.

8.3 Viewing Partition Information

If you need to get information about how a partition is laid out, you can get this information from
the Partition Information page. This page shows you the major and minor numbers of the partition,
the number of blocks in the partition, and its name.

To view partition information, click View Partition Information in the navigation frame.

Figure 8-3 Example Partition Information Page

Partition Information

major minor Zblock nanme
3 0 39121488 hda
1 2096451 hdal
4096575 hdaZ

1 hda3
1082226 hdab
31872928 hdas

[T TS N T% N U5
o M oL R
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9 Managing Linux

9.1

The Manage Linux section in OES Remote Manager (NRM) for Linux includes the following links to
these pages from which you can perform the following tasks:

Table 9-1 Manage Linux Section Tasks, Links, and Pages

Task

Link

Page Displayed

For More Info, See

Access VNC Console
screens

VNC Consoles

VNC Consoles Screens

“Accessing VNC Consoles”
on page 63

View Kernel Modules
Information

View Kernel Modules

Kernel Module Listing

“Viewing Kernel Modules”
on page 65

Shut down and restart the
host

Down/Restart

Down/Reset Options

“Shutting Down and
Restarting the Host” on
page 66

Manage packages

View Package Information

Package Information

“Managing Packages” on
page 67

Manage processes

View Process Information

Process Information

“Managing Processes” on
page 69

Schedule cron jobs to run

Schedule Task

Schedule Task

“Scheduling cron Jobs to
Run on the Server” on
page 70

Accessing VNC Consoles

If VNC services are configured on the server, you can access the VNC consoles screens in OES Remote
Manager. The accessibility to the VNC consoles via OES Remote Manager for Linux is limited to user
r oot ; it is not available to user Admin. This form of remote administration is less secure that SSH;
therefore, we recommend using this feature only in a secure environment (behind a firewall).

IMPORTANT: VNC access is disabled by default to prevent cross-site scripting. You must disable the
HttpOnly setting in the / et ¢/ opt/ novel | / htt pst kd. conf file in order to enable the VNC
console display. For information, see Section A.4, “HttpOnly Command,” on page 147.

1 If VNC services are not configured on the server, you can configure them as follows:

1la InYaST, login as the r oot user, then click Network Services > Remote Administration.

1b On the Remote Administration page, select the following options:

+ Allow Remote Administration

+ Open Port in Firewall (default port is 5801)

1c Click Finish.
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1d Restart the display manager by entering the following command at the command line:
rcxdmrestart
Verify that pop-up blocking is disabled in your web browser.
Log in to OES Remote Manager as the r oot user.

Select Manage Linux > VNC Consoles.

v A W N

If VNC Consoles is disabled, a message is displayed instead of the console. You must disable the
HttpOnly setting in the / et ¢/ opt/ novel | / ht t pst kd. conf file in order to enable the VNC
console display. For information, see Section A.4, “HttpOnly Command,” on page 147.

OES Remote Manager Welzome, admin  Logout
% Ionghourn Linux 4.4.21-60-default x86_64, SUSE Linux Enterprise Server 12 (x86_64) - Up Time: 7:04:14:52
=l Diagnose VNC Console Screens

Server Health Values

S eiver Hoallh Sevces This feature has been disabled for security concerns. By default, OES Remote manager sets an '"HTTPOnly' cockie

) attribute that specifies that the cookie is not accessible through a script. This helps mitigate the risk of cross-site
B View File System han
2 scripting

View File System Listin

View Partition Information To enable the VNC Consoles feature, you must disable the 'HTTPOnly" security protection and allow scripts to access

General File Inventory the cookie.

NCP Volume Inventory

Dynamic Storage Technology 1. Exit OES Remote Manager, then shut down the daemon:

Options "renovell-httpstkd stop”

B 2. Open the hitpstkd conf file in a text editor
5 Manage Linux 3. Review the potential security concerns for changing HTTPOnly to false.
WNC Consoles 4. Change the setting from 'HTTPOnly true’ to 'HTTPOnly false’, then save the file.
View Kernel Modules 5. Start OES Remote Manager.
m "renovell-httpstkd start”
i 6. Log in to NRM to access the VNC Consoles feature.

v Package Information

6 Click the 1024 X 728 button on the VNC Console Screens page.

Clicking the VNC Consoles link opens a Java applet in a secondary browser window. The following
table explains what you can do from this window.

Table 9-2 VNC Console Page Tasks and Procedures

Task Procedure

Use any of the screens listed as though you were at  Use the keyboard or mouse as though you were at

the server console. the server console.

Disconnect from the console. Click the Disconnect button on this page.
Change any of the VNC client options currently Click the Options button.

selected.

Access the VNC client clipboard and cut or paste any Click the Clipboard button.
commands that you might want to execute in a active

terminal shell.
Restart the server. Click the Send Ctrl+Alt+Del button.
Refresh the current screen you are viewing. Click the Refresh button.

Figure 9-1 illustrates a user accessing YaST on a remote server from the user’s desktop browser. To
access YaST on the remote server, the user did the following:

1 Clicked the VNC Consoles link in the navigation frame.
2 Clicked the 1024 X 728 button on the VNC Consoles Screens page.
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3 Logged into Linux.
4 Clicked Computer > System > YaST.

Figure 9-1 Example Access of YaST through NRM VNC Console Screens Linux on a GNOME Desktop.

System
& Help

&% Control Center

VHNC Console Screens

1024 % 768

Applicatians | Documents Flaces

Disconnect | Options | Cliphoard | Send Ctrl-Alt-Del | Refresh =
Favorite Applications

1280 x1024 @ Fitefox = ot (55
Web Browse B File Browser it InstaliRemove Software
Recent Applications [ Logout
0| Shutdown
T‘-‘ OES Install and Confi.. TQ‘ Online Update &
L) |nstall and configure s 36t patches to conme: Status

i

.ig Network: Wired
Wore Applications B2 Using ethemet (etho)

e SUSE Linux Enterprise Server 11 (x86_64)
e ..

usemame:  [roof]

{3l Restart 8]shut Down | | @ cancel [ Gogm

Iy | Engirsh custed States) | v Glwa v | B3 |evoms |v| B [recatiopn | v |

Viewing Kernel Modules

Clicking the View Kernel Modules link in the navigation frame displays the Kernel Module Listing
page. On this page you can view the status of the modules that have been compiled into the Linux
kernel on this system. Printing this page can be useful to document your system as you make
changes or upgrades to it in the future.

The information shown on this page is equivalent to the information in the | snod shell command
plus the Live information or equivalent to viewing the pr oc\ nodul es file.
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Figure 9-2 Example Kernel Module Listing Page

Kernel Module Listing ?
Hame Memory Use Module Users/Configuration Info Live
Count

ncpfs 577e0 1 Oxfadya000
edd 9368 o Oxfacchong
joydey 10304 0 Oxfaccl000
=4 35744 0O 03 fadsbooo
st 39452 0 0 fad50000
st_rnod 16292 0 O facho00n
ide_cd ET40 0 Oxfadd a0
cdram 7148 2 sr_mod ide_cd Oxfad3b0o00
nyram 8456 0 Oxfaci4000
snd_seq_oss 3M3E0 0 0xfaces000
snd_seq_midi_event 7680 1 snd_seq_oss Oxfachanon
snd_seq 5E3Z2 4 snd_seq_oss snd_seq_midi_event Oxfacdfoon

Shutting Down and Restarting the Host

Clicking the Down/Restart link in the navigation frame displays the Down/Reset Options page. You
can use these options to shut down or reset the host.

The following table describes the specific actions of each option.

Table 9-3 Down/Reset Options Page Options and Actions

Option Action
Down Forces the host to shut down immediately.
Reset Forces the host to shut down immediately, then warm boots the computer.

Using either of the options additionally forces the host to perform the following actions:

+ Update the cache buffers to disks

+ Close all open files

WARNING: If files are open and changes have not been saved to the host, some data loss might
occur. Users might need to save changes locally until the host is started again.

If the application that is being used to access the file creates a temporary file and locks the file,
you might also need to search for and remove the temporary file.
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For example, Microsoft Word creates a system file that begins with ~$, such as

~$nyfil e8. doc. OpenOffice and LibreOffice create a hidden file that begins with .~lock, such
as. ~l ock. nyfil el0. odt . You can view the temporary files by selecting Manage Shares, then

navigating the NCP volume or NSS volume to the folder where the open file is stored.

+ Update the appropriate file system tables

+ Exit the host from the network

+ Unmount all file systems

Managing Packages

Clicking the View Package Information link displays the Packing Information page. On this page you
can view the following information about each package that is installed on the system:

¢+ Name
+ Group
+ \ersion
¢ Release

+ Vendor

Figure 9-3 Example Package Information Page

Package Information

Name ¥

aaa_base
aaa_base-extras
accountsservice
accountsservice-lang
acl
adaptec-frmware
aditimex
adwaita-icon-theme
alsa

alsa-plugins

alsa-plugins-pulse
alsa-utils

ant
apache-commons-collections
apache-commons-dasmon
apache-commons-dbcp
apache-commons-logging
apache-commons-pool2
apache?

apache2-mod_php5
apache2-prefork
apache2-utils
apacha?-worker
apparmor-docs
apparmor-parser
apparmor-profiles
apparmor-utils

appres
at

Package Information Install

Group ¥
System/Fhs
System/Fhs
System/Daesmons
System/Localization
System/Filesystems
Hardware/Other
System/Base
System/GUI/GNOME
System/Libraries
System/Libraries
System/Libraries
Productivity/Multimedia/Sound/Players
Development/Tools/Building
DevelopmentiLibraries/Java
System/Daesmons
Development/Libranes/Java
Development/Libraries/Java
Development/Libraries/Java
Productivity/Networking/\Web/Servers
Productivity/Networking/\WWeb/Servers
Productivity/Networking/\Web/Servers
Productivity/Networking/\Web/Servers
Productivity/Networking/\Web/Servers
Documentation/Other
Productivity/Networking/Security
Productivity/Security
Productivity/Security
System/X11/Utilities

System/Daemons

Search |(Case sensitive)
Wersion
13.2+git20140911.61c 1681
13.24git20140911.61c 1681
06.42
06.42
2252
1.35
1.29
320
1.0.27.2
1.0.27
1.0.27
1.0.27.2
194
322
1.0.15
211
113
242
2423
5514
24323
2423
24323
282
282
282
2382
1.04
3114

Release
321
321
14.2
14.2
6.1
21
31
32
151
474
474
92
16
6.1
6.10
21
71
12
2932
108.1
2932
2932
2932
541
541
541
541
1.16
7.3

Vendor ¥
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
SUSE LLC
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On the View Package Information page and subsequent pages, you can perform these tasks using
the following procedures:

Table 9-4 View Package Information Page Tasks and Procedures

Tasks Procedures

Sort the listed packages by name, Click the Sort icon # at the top of the applicable column.

group, or vendor
The default sort is by name.

View more detailed information about  Click the link for the applicable package under the Name column.
an installed package

Remove an installed package 1. Click the link for the package under the Name column.

2. Click Remove.

Install a new package that you have 1. Click Install.

downloaded to the host 2. Browse to the location where you uploaded the package to.

The browse starts at the root of the host.
3. Click Install.

The selected package’s file path is transferred to the RPM File Path
field on the Package Installation page.

When the Install button is clicked on the View Package Information
page, OES Remote Manager attempts to install the specified RPM
file using the Linux RPM utility.

The following figure shows a sample of the details you see when you click the package_name link.

Figure 9-4 Detailed Information Page for the nici Example Package

nici

Name - nici

“ersion [ 3.02

Release :1.13

Architecture: i586

Install Date: Wed Aug 30 18:14:15 2017

Group - Productivity/Metworking/Novell

Size 13052859

License  ©Any commercial; "Movell Binary Restricted .."
Signature  RSA/SHAZ256, Wed Aug 2 16:54:22 2017, Key ID 57da9a6804a29db0
Source RPIM : nici-3.0.2-1.13.nosrc.rpm

Build Date : Wed Aug 2 16:53:55 2017

Build Host © i386build14

Relocations © (not relocatable)

Packager  hitp/support.novell.com

Vendor - MNowell, Inc.
Summary  NICI US and Worldwide (125 bit) Crypto
Description :

This package provides Cryptographic Services to Novell services and is
based on BSAFE (C) RSA 1995-2010.
Distribution: Open Enterprise Server 2015
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Managing Processes

Clicking the View Process Information link in the navigation frame displays the Process Information
page. On this page, you can view a list of all the processes as well as their state in the host and
perform the actions listed in the following table.

Table 9-5 Process Information Page Tasks and Procedures

Tasks Procedures

Sort the process by name (in alphabetical order Click the Sort icon « at the top of the applicable column.
by default), by process ID, by CPU Usage, or by
Memory Usage

View more specific information about a listed Click the link for the applicable process under the Name

process column.
Kill a process 1. Click the link for the applicable process under the
Name column.
2. Click Kill.

The process information is obtained from the st at file that is available for each process ID in the /
pr oc directory. Process information can also be retrieved at the command line by using the Linux
t op command.

Table 9-6 on page 69 describes the parameters reported for each process.

Table 9-6 Process Information

Parameter Description

Name The process name.

Owner The process owner; the user who started the process.

ID (Status) The process ID of the task, and the current state of the task. The states are Sleep

(S), Running (R), Traced (T), or Zombied (Z). These states are modified by a trailing
< for a process with a negative nice value, N for a process with positive nice value,
and W for a swapped-out process (this does not work correctly for kernel
processes).

CPU Usage % The task's share of the CPU time since the last screen update, expressed as a
percentage of total CPU time per processor.

Priority The priority of the task.
Run Time The total CPU time the task has used since it started.
Physical Memory The physical memory value is the amount of physical memory in bytes that the

task is using. The value in parentheses (%) is the percentage of RAM memory that
this represents. The Linux t op command reports this information in kilobytes.
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Parameter Description

Virtual Memory The virtual memory is the amount of memory in bytes that the task is using to hold
the code, data, and stack space memory. The Linux t op command reports this
information in kilobytes. Virtual Memory is the value reported by the RSS switch
for the top command.

Figure 9-5 Example Process Information Page

Process Information ?
Stop Refresh
Name ¥ Owner¥ ID ¥ (Status) E,PU faRaps Priority ¥ Run Time ¥ Physical Memory (%) ¥ Virtual Memory ¥
@ (sd-pam) root 3314 (Sleep) 0% 20 0:00.00 204800 (0.0%) 239341568
@ accounts-+  root 2098 (Sleep) 0% 20 0:01.00 7811072 (0.0%) 312504320
@ adrinfsd root 1285 (Sleep) 0% 20 0:00.00 4096 (0.0%) 10747904
@ adminusd root 14651 (Sleep) 0% 20 0:00.00 2154496 (0.0%) 72182112
®_age_tt'_{ roat 1985 (Sleep) 0% 20 0:00.00 1634304 (0.0%) 13283328
@ at-spibu+ root 3485 (Sleep) 0% 20 0:00.00 2416640 (0.0%) 343576576
@ at-spi-bur  root 31303 (Sleep) 0% 20 0:00.00 5844992 (0.0%) 343797760
@ at.spizr+ root 3492 (Sleep) 0% 20 0:00.00 2797568 (0.0%) 199491584
@ at-spiz-r+  root 31310 (Sleep) 0% 20 0:00.00 6504448 (0.0%) 199598080
@M root 321 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@m root 4187 (Sleep) 0% 20 0:00.00 2007040 (0.0%) 22941696
@m root 17752 (Sleep) 0% 20 0:00.00 5840896 (0.0%) 242447324
@M root 28083 (Sleep) 0% 20 0:00.00 5865472 (0.0%) 24248370
@M roat 23 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@M root 317 (Sleep) 0% 0 0:00.00 0 (0.0%) 0
@M roat 318 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@ bioset root 319 (Sleep) 0% 0 0:00.00 0 (0.0%) 0
@M root 320 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@ bioset root 322 (Sleep) 0% 0 0:00.00 0 (0.0%) 0
@M root 325 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@M root 329 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@M root 330 (Sleep) 0% 0 0:00.00 0 (0.0%) 0
@M root 342 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@M root 344 (Sleep) 0% 0 0:00.00 0 (0.0%) 0
@M roat 376 (Sleep) 0% 0 0:00.00 0 (0.0%) o
@ bioset root 396 (Sleep) 0% 0 0:00.00 0 (0.0%) 0

9.6 Scheduling cron Jobs to Run on the Server

Rather than entering commands on the command line to run a cron job at a specific time, you can
use a form on the Schedule Task page to schedule cron jobs—that is, to execute commands or scripts
(groups of commands) automatically at a specified time/date—that you want to run at this server.
Any cron job is valid.

Scheduling a task creates a cron job and stores it in the / et ¢/ cr on. d directory. The command is
specified to run with the name of whatever user name you are logged in with when you add the
command. The user name must have the necessary permissions to perform the command you add.
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IMPORTANT: When you set up cron commands, you must log into OES Remote Manager as the
root user.

If no mail service is configured, you might find the output of your commands in the local mailbox
directory as a plain text file. By default, thisis/ var/ spool / nai | / r oot .

Figure 9-6 Schedule Task Page for Scheduling Cron Jobs

Schedule Task
Currently Scheduled CRON Jobs:

Create a new scheduled command:
(REQUIRED) Description: | |

Command to Execute: | |

Start Time: [21 |17 v |
Start Day: [Monday ¥ | (for weekly commands)
| April ¥ || 03 ¥ | (for one time or monthly commands)

To schedule this timed command, click
To reset the form, click
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To create a new scheduled command:

1 Complete the required information on the Schedule Task page.

Field

Information to Provide

Description

Enter a brief description of the command you want to run.
64 character limit

Example:

Send message to log out daily at 10 p.m.

This description is displayed as the name of the scheduled job in the
Currently Scheduled CRON Jobs list.

Command to Execute

Type the command exactly as you would at a command line.

All cron job entry types are valid except for lists and step values.

Start Time

Type the time you want the command to run.

Start Day

If you want to run the command once a week, specify the day of the week,
then place an asterisk * in the Month and Day fields.

If you want to run the command only once or monthly, specify a Month and
Day setting, then place an asterisk * in the Day of the Week field.

If you want to run the command monthly, specify a Day setting, then place an
asterisk * in the Start Day and Month fields.

If you do not want to specify a value for a field, place an asterisk * in the field.

2 Click Submit.

After you schedule a job, it is displayed at the top of the page under the Currently Scheduled CRON
Jobs heading. Jobs that your create manually also display in the list.

To change the schedule of a job that you have already scheduled:

1 Click the link for the job you want to change.

2 Change the schedule.

3 Click Submit.

To delete the schedule of a job that you have already scheduled:

1 Click the link for the job you want to delete.

2 Click Delete.

To return the settings in the fields to the default settings of the current day and time, click Reset.
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O Managing Hardware

The Manage Hardware section in OES Remote Manager (NRM) for Linux includes the following links
to pages from which you can perform the following tasks:

Table 10-1 Manage Hardware Section Tasks, Links, and Pages

Task Link Page Displayed For More Info, See

View Processor View Processors Processor “Viewing Processors” on

information Information page 73

View Interrupt information Interrupt Information Interrupts “Viewing Interrupt Information”
on page 74

View memory I/0 10 Memory 1/0 Memory “Viewing I/0 Memory

information Information Information Information” on page 75

View port I/0 information 10 Port Information 10 Port Information “Viewing 1/0 Port Information”
on page 76

View SMBIOS information  SMBIOS Information SMBIOS Information  “Viewing SMBIOS Information”
on page 77

10.1 Viewing Processors

Clicking the View Processors link under the Manage Hardware heading in the navigation frame
displays the Processor Information page. On this page you can view information about each
processor on this host.

Information about the processor speed as well as the local cache sizes is useful in determining how
much work a processor can do.

This information is equivalent to the information you would see in the / pr oc/ cpui nf o file.

Figure 10-1 Example Processor Information Page

Processor Information ?

processor : 0
wvendor_id  Genuinelntel
cpu family 6
madel 45
model name Intel(R) Xeon(R) CPU E5-2440 0 @ 2.40GHz
stepping 7
microcode  1803.000000
Cpu MHz 2400 .000
flags fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov pat pse36 clflush dts mmx fxsr sse sse2 ss ht syscall nx rdtscp lm constant
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In a virtualized environment, the processor information is reported from the perspective of the
server where you connected.

+ Host Server: When you connect to OES Remote Manager by using the host server IP address,
the report contains information about all processors on the system.

+ Guest Server: When you connect to OES Remote Manager by using the guest server IP address,
the report contains information about the physical hardware in use, but only for the number of
processors you assign to the virtual machine.

The guest server reports the same information about a processor as if it owned the actual
hardware on the server. The Virtual Machine Monitor component of the virtualization software
emulates a complete hardware environment in the virtual machine for the guest server. The
guest server OS is unaware that it shares the hardware resources with other virtual machines
and the host.

The actual usage statistics of the physical processors are not known by OES Remote Manager. You
could use the Virtual Machine Manager to see that type of information.

10.2 Viewing Interrupt Information

Clicking the Interrupt Information link under the Manage Hardware heading in the navigation frame
displays the Interrupts page, which includes the following:

Table 10-2 Interrupts Page

Category Information Displayed

Interrupt Interrupt number or name of an interrupt that might be generated.

CPU number Number of interrupts that have occurred on a given processor.
Route-Trigger Method How the interrupt is being delivered to the processor and the method of

interrupting the processor.

Device Name of the device driver that is generating the interrupt.
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Figure 10-2 Example Interrupt Information Page

Interrupts
Interrupt CPUO Route-Trigger Method Device
0 4,084,188 XT-PIC timer
1: 1,132 XT-PIC iB042
2: 0 XT-PIC cascade
5 0 XT-PIC ehci_hcd
8 2 XT-PIC rtc
9 93,026 XT-PIC acpi, libata, etho, uhei_hed
100 0 XT-PIC uhci_hed, Intel ICHS
11: 0 XT-PIC uhci_hed, uhci_hcd
12: 4,630 XT-PIC 042
14: 16,200 XT-PIC ided
15: 77 HT-PIC ide
RIMALL 0
LoC: 4]
ERR: 0
rAlS: 0

Viewing 1/0 Memory Information

Clicking the 10 Memory Information link under the Manage Hardware heading in the navigation
frame displays the 1/O Memory Information page, which includes the following:

Table 10-3 /O Memory Information Page

Category Information Displayed
Memory Address I/0 memory range that a given device is using.
Device Description A description of the device that is using a given I/O memory range.
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Figure 10-3 Example I/O Memory Information Page

I/0 Memory Information

1/0 Memory Information

Memory Address Device Description

DO000000-0000FFff  reserved
00010000-0009f7ff  System RAM
DDO9TR00-0009FFff  reserved
000a0000-000bffff  PCI Bus 0000:00
000c0000-000c7ff  Video ROM
000ca000-000cafff  Adapter ROM
000cco00-000cffff  PCI Bus 0000:00
000d40000-000d3fff  PCI Bus 0000:00
000d4000-000d7fff  PCI Bus 0000:00
000d8000-000dbfff  PCI Bus 0000:00
000dc000-000fffff  reserved
000f0000-000Fffff  System ROM
0D0100000-bfeeffff  Systerm RAM
01000000-014755a6  Kernel code
014755a7-01bdcfff  Kernel data
01d38000-01feafff Kernel bss
2f000000-36ffffff  Crash kernel
bfefoooo-bfefefff  ACPI Tables
bfeffono-bfefffff ACPI Mon-volatile Storage
bffoo000-bfffffff System RAM
cO000000-febfffff  PCI Bus 0000:00

10.4 Viewing I/0 Port Information

Clicking the 10 Port Information link under the Manage Hardware heading in the navigation frame
displays the 1/O Port Information page, which includes the following:

Table 10-4 10 Port Information Page

Category Information Displayed
10 Address Shows the I/0O port range that a given device is using.
Device Description Shows the name of the device that is using a given 1/O port range.
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Figure 10-4 Example I/O Port Information Page

1/0 Port Information

1/0 Port Information

10 Address Device Description

0000-001f - dmat

0020-0021  pict

0040-005f  timer

0060-006F  keyboard

QOFO-007FT ric

0080-008f dma page reg

00a0-00a1  pic2

0000-00df  dmaz

00fo-00ff  fpu

M70-0177  idet

0100117 ided

02f8-02ff  serial

0376-0376  idet

03c0-03df  vesafh

03fe-03fa  iden

Viewing SMBIOS Information

Clicking the S(MIBIOS Information link under the Manage Hardware heading in the navigation frame

displays the SMBIOS Information page. On this page, you can view details about the BIOS hardware

in each host without physically removing the hardware cover. You also have access to information
that is available only through the management system.

Each link shows the type of device that is available in the BIOS of the host computer.

You might see information types such as the following. The types displayed vary depending on the

hardware in your system.

*

*

BIOS

System

Base Board
System Enclosure or Chassis
Processor

Cache

Port Connector
System Slots

On Board Device
OEM Strings
BIOS Language
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*

*

System Event Log
Physical Memory Array

Memory Device

Memory Array Mapped Address
Memory Device Mapped Address

Hardware Security

System Boot

Selecting an information type displays information contained within SMBIOS for the type selected.
For example, to see all the BIOS information, click the BIOS Information link. See Figure 10-5.

Figure 10-5 Example SMBIOS and BIOS Information Pages

SMBIOS Information

Information Type

SMBIOS Information

BIOS Information *

System Information
Base Board Information

System Enclosure or Chassis

Processor Information

Memory Controller Information

Memory Module Information

Cache Information

Port Connector Information
System Slots

On Board Device Information

OEM Strings
System Configuration Options

BIOS Language Information

Group Associations
System Event Log

Physical Memory Array

Memory Device
32-bit Memaory Error Information

Memory Array Mapped Address

Memory Device Mapped Address

Built-in Pointing Device

Portable Battery
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BIOS Information

“endor: Phoenix Technologies LTD

“ersion: 6.00

Release Date: 09/30/2014

Address: OxE9A40

Runtime Size: 91584 bytes

ROM Size: 64 kB

Characteristics:
ISA Is supported
PCl is supported
PC Card (PCMCIA) is supported
PMNP is supported
APM is supported
BIOS is upgradeable
BIOS shadowing is allowed
ESCD support is available
Boot from CD is supported
Selectable boot is supported
EDD is supported
Print screen service is supported (int Sh)
8042 keyboard services are supported (int 9h)
Serial services are supported (int 14h)
Printer services are supported (int 17h)
CGA/mono video services are supported (int 100}
ACPI is supported
Smart battery is supported
BIOS boot specification is supported
Function key-initiated network boot is supported
Targeted content distribution is supported

BIOS Revision: 4.6

Firmware Revision: 0.0




1 Using Group Operations

The Use Group Operations section in OES Remote Manager (NRM) for Linux includes the following

links to pages from which you can perform the following tasks:

Table 11-1 Use Group Operations Tasks, Links, and Pages

Task Link Page Displayed For More Information

Access an existing group  Select Group Select Group “Accessing an Existing
Group” on page 85

Build and configure anew Configure New Group Group Monitoring “Building and Configuring

monitoring group Operations a Monitoring Group” on
page 80

Change an existing group Select Group Select Group “Changing an Existing
Group” on page 85

Define or edit Group NRM Health Types OES Remote Manager “Defining or Editing

Monitoring types Health Monitoring Engine Group Monitoring Types”

(NRM Health Types)

on page 88

Delete an existing group  Select Group Select Group “Deleting an Existing
Group” on page 86

Scan the network for Configure New Group >  Network Discovery “Discovering Items on the

items to monitor on the  right-click > click Network Network to Monitor” on

network. Discovery page 89

Generate and view server Configure New Group >  Group Monitoring

“Generating and Viewing

reports right-click > click Save Operations Server Reports” on
Group page 86
Save a new group Configure New Group >  Save Group “Saving a Group” on
right-click > click Save page 84
Group
View group operations View Monitored Items OES Remote Manager “Viewing Monitored
monitored items Health Monitoring Engine Iltems” on page 87
- Monitored Items
View group operations NRM Heath Types OES Remote Manager “Viewing Group

defined NRM health types Health Monitoring Engine

- NRM Health Types

page 88

Monitoring Types” on

NOTE: ¢For all group operations to function properly upgrade to OES 2018 SP3 or patch OES 2018

SP1 and OES 2018 SP2 with July patch.

+ Group monitoring is supported for servers in the same eDirectory tree.
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Using the group features involves performing one or more of the following tasks:

1. Building and Configuring a Monitoring Group (page 80).
2. (Optional) Saving a Group (page 84).

You only need to perform this step if you want to use the group at a later time.
3. Generating and Viewing Server Reports (page 86).

The monitoring operations start immediately. Other tasks, such as running reports require
additional steps.

4. (Conditional) Accessing an Existing Group (page 85).

11.1 Building and Configuring a Monitoring Group

OES Remote Manager lets you build and configure groups of items for monitoring Linux server
health, as well as providing various statistics for servers running other operating systems. A few of
the preconfigured monitoring item types are NRM Health Status for a single server or a group of
servers, Ping to a specific port, IP connectivity, LDAP Directory Root Search, and status of
connectivity to a web page.

Monitoring items can be defined and represented by an icons on a page as shown in the following
figure. The icons can represent a single item or a group of items.

Figure 11-1 NRM Server Health Example Group
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To build and configure a new monitor group:

1 Click the Configure New Group link in the navigation frame.

2 Right-click the Group Monitoring Operations page.
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TIP: If your browser does not support right-click functionality, try double-clicking the Reports

icon |&#] in the upper right corner of the page.

You should see a pop-up similar to the following:

Add ltem

Configure Mew Group

Full Screen

Group Configuration
Metwark Discavery

Refresh

Save Group

Select Group

Showe Hidden ltems

MNREM Reports & Operations

The menu options are:

*

*

*

*

*

Add Item

Configure New Group
Full Screen

Group Configuration
Network Discovery
Refresh

Save Group

Select Group

Show Hidden Items

NRM Reports & Operations

3 Click Add Item, and do the following:

3a

Complete the Monitoring Item Configuration form.

Add New Monitor Item

Meonitoring Item Configuration

MName Monitoring Type NRM Health Menitor v
Item
Address/URL port 5008
Hide Normal
Status
Text Color Default v Text Background Default v
Color

Use single sign on NRM credentials r

Add Cancel
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For each item you add to a group or want to change from the default setting (health
monitor), complete the following options on the Monitoring Item Configuration form.

Option

Details

Monitoring Type

Specify one of the following types:

+ Label: Text information to use as a label on the group monitor
display. Lets you identify each group specifically as needed.

+ LDAP Directory Root Search: Shows the response when trying to
ping port 389 of the specified LDAP server. Credentials are not used.
This is useful to monitor the status of your LDAP servers in your
network.

+ NRM Group: Shows the health status of a group of servers. Lets you
access the specific health page for each server in the group.

+ NRM Health Monitor: Shows the health status of each server in the
group. Lets you access the specific health page for each server in the
group.

+ Ping (ICMP): Shows the response when sending ping requests to the
specified DNS name or IP address.

+ TCP/IP Port Query: Shows response activity of a designated TCP/IP
service. This query attempts to make a TCP connection to the
specified address and port. Returns green (good) health if any
services is listening. For example, you could set up a health
monitoring item to tell you whether your GroupWise server is still
listening for logins from clients. The only states that are returned are
green (good), which means the connection was successful, and red
(bad), which means the connection was not successful.

+ Web page: Shows the response when trying to determine if the
communication is working to a server that hosts a website. It does
not monitor specific websites on the server. It does not monitor
whether the web service is running. Specify only the portion of the
web address (URL) that a DNS server can resolve to an IP address; do
not include a subdirectory. For example, specify ww. novel | . com
but not ww. novel | . coni support. If you specify a subdirectory,
the DNS name cannot be resolved, and a Can’t Connect health status
is reported.

Name

Provide a descriptive name for the item.

Item Address/URL

Specify the IP address for the server that you want to monitor or ping, or
specify the DNS name of the server that hosts the web page.

The address can be an IP address or DNS name.

Do not specify the HTTP:// portion of a URL.

Port

The default is provided. You can type a different port to use.

Use Single Sign on
NRM Credentials

When selected (default), the credentials used to access this items' data
are the same as the credentials that the user logged into OES Remote
Manager with.

When deselected, enter the credential necessary to access the item in the
User Name and Password fields.
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Option Details

Hide Normal Status When selected, only items that are in an abnormal state are displayed.

If you want to monitor all statuses, leave the check box deselected.

Text Color Black is the default. You can select any other color from the drop-down
list.

Text Background Clear is the default. You can select any other color in the drop-down list.

Color

You can also define your own monitoring types or edit the default defined health types by
editing the XML data in/ opt / novel | / nr m NRM& oupHeal t hl nf o file. For more
information, see “Defining or Editing Group Monitoring Types” on page 88.

3b Click Add.

3c Drag the monitor items to the desired location.

3d Repeat Step 3a through Step 3c for each item that you add.

4 (Optional) If you want to change any of the following, change the configuration of the group:

.
.
*
*

4a

4ab

The label for the group

The graphic displayed

The refresh rate

The suspect and critical email notification for the group

Right-click the customized Group page, then click Group Configuration.

Complete the fields as desired on the Group Operations Configuration form.

Group Operations Configuration ?

Monitor Page Title

Background Graphic NRMDefaultGroupMap. JPG ¥
Refresh Rate 30 Seconds
Apply
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Option Description

Display The display options let you control the following:

+ Monitor Page Title: Specify a title to be shown at the top of the
monitor page in the header area when the page is built.

+ Refresh Rate: Specify the number of seconds between status queries to
the server.

+ Background Graphic: Select a graphic from the drop-down list for the
monitor items to be displayed on. This option can be helpful if you want
to show specific locations of the item being monitored.

If you want to add a customized graphic, add it to the / opt / novel | /
nr m NRM& oupMaps directory.

4c Click Apply.
5 Perform the desired task, or save the group and perform the task later.

In this release, the only task you can perform on Linux servers is to compare the server up
times.

6 (Optional) If you want to reuse the group, save the group.
6a Right-click the customized Group page, then click Save Group.
We recommend using a name that represents the group you built.

6b (Conditional) If you haven’t saved any groups, you might need to extend the schema for
NRM group operations before you can save the group.

Extending the schema is required only once per eDirectory tree. If the host is connected to
a pre-existing NetWare 6.5 or later network, then extending the schema is not necessary.

6c Click Save Group and perform the required steps to save the group to a local server or save
it and associate it with an eDirectory object.

See “Saving a Group” on page 84.

11.2 Saving a Group

You can save the configuration of the group so you can access this page again without completing
the configuration options. You can save a group to the local server or associate with an eDirectory
object and save it.

11.2.1 Saving the Group to the Local Server

1 While viewing the group you just created or edited, right-click the customized Group page, then
click Save Group.

2 Inthe Group Name field, specify a name for the group or select a group name that you want to
replace from the group list.

We recommend using a name that represents the group you built.
3 Click Save Group.
This saves the group to a file with that name in the / opt / novel | / nr i NRM& oups directory.
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11.2.2

11.3

11.4

Saving the Group and Associating It with an eDirectory Object

You can save a group and associate it with a User or Group eDirectory object. This is helpful when
you want to access the configuration and you don’t want to save the configuration to a specific
server (for example, if the server is down but you want it to be part of the operation or if you want to
run the operation while one of the servers is not functioning properly).

Only one group can be associated to an object.
1 While viewing the group you just created or edited, right-click the customized Group page, then
click Save Group.

2 In the Make This the Group Monitor for This Object field, specify a User or Group object that you
want to associate this group with.

You can browse to the user or group by clicking the Browse link icon or by typing the full content
name of the object.

3 Click Save Group.

Accessing an Existing Group

After a group has been saved to the server, you can access the group again to run reports or change
the attributes of the group.

1 Click the Select Group link in the navigation frame.
2 On the Server Group page, select the desired group from the drop-down list.
3 Click Build Group.

Changing an Existing Group

After accessing an existing group (see “Accessing an Existing Group” on page 85), you might want to
change it using one of the following procedures.

Table 11-2 Changing an Existing Group Tasks and Procedures

If you want to Then
Change the configuration of an existing 1. Select the group.
group. 2. Right-click the page, then click Group Configuration.

3. Make the desired changes in the Group Operations
Configuration form.

4. Click Apply.
5. Save the group. (See “Saving a Group” on page 84.)

See the details of the server health or the 1. Select the group.

monitoring type. 2. Select the item you want to see the details for.

3. Double-click the Health Status icon.
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If you want to Then

Edit an existing item in the group. Select the group.
Select the item you want to edit.
Right-click the selected item.

Click Edit.

A

Delete a server or monitor item from a
group.

Select the group.
Select the item you want to delete.

Right-click the selected item.

P WP

Click Delete.

Change the display to a full screen in your
browser window.

Select the group.
Right-click the page.

Click Full Screen

A

When you are finished viewing the group, close the
browser window.

11.5 Deleting an Existing Group

To delete a group:

1 Click the Select Group link in the navigation frame.
2 On the Server Group page, select the desired group from the drop-down list.

3 Click Delete Group.

11.6 Generating and Viewing Server Reports

Running Server Comparison reports on a group of servers can help you in determine which servers
need to be updated or have configurations changed, why operations on that server might be
sluggish, or which servers are receiving the most action.

In this release, you can run only one report, the “Compare Server Up Time Report” on page 86.

1.6.1 Compare Server Up Time Report

Run this report to see which servers might need replacing or tuning to keep them running longer.
This report gives you an idea how long each server in the group has been running without being
restarted.

1 Build the monitor group or select a group previously saved.

See “Building and Configuring a Monitoring Group” on page 80 or “Accessing an Existing Group”
on page 85.

2 Right-click the customized Group page.
3 Click NRM Reports & Operation.
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11.7

MRM Group Operations and Reports ?

Novell Remote Manager Server Information

Reports

Operations

B’ Compare Server Up Times

HRM Servers

OE5-Linux-52
OES-Linux-s1

4 Click Compare Server Up Times.

A report similar to the following is returned.

Server Up Time Report

Server

Up Time

(@ OEs-Linux-s2 16 days 06 hours 05 minutes 46 secands
(@) OES-Linux-51 14 days 22 hours 58 minutes 08 seconds

@ server has been up less than one hour,
@ server has been up less than one day.

Viewing Monitored Items

If you have several groups defined and you want to see which items are being monitored from this
server without opening each group, click View Monitored Items.

This page lists of all of the items currently being monitored by the OES Remote Manager overall
health monitoring engine on this server. For information about how this status is calculated for an
OES server, see “Viewing the Overall Server Health Status” on page 37.

If an item has not been monitored for more than 3 minutes, it is removed from the list.

Table 11-3 Health Monitoring Engine Monitored Items

Column Description

Status Shows the overall health indicator icon for the item

Item Name The name assigned to the item when it was defined in a OES Remote Manager
health monitoring group.

Type The type of item being monitored, such as NRM health, ping status, web page.

Address The third column is the address that OES Remote Manager uses to check the

items health status.

Last Check Time

The last time that a OES Remote Manager group requested the health status of
this item.

Monitoring Start Time

The that health monitoring was started for this item.
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11.8

11.9

If this server’s utilization is high due to the monitoring occurring on this server, you might consider

moving some of the monitoring to another location.

Viewing Group Monitoring Types

Clicking the NRM Health Types link in the navigation frame displays the OES Remote Manager Health
Monitoring Engine - NRM Health Types content. This page gives you an overview of the Group
Monitoring types that are defined on the current host. The legend shows the statuses you might see
when you are monitoring groups of hosts with various monitored items and is a graphical view of the
items defined in the / opt / novel | / nr mf NRM& oupHeal t hl nf o file.

Figure 11-2 The Default NRM Health Monitoring Engine - NRM Health Types Content Definitions

OES Remote Manager Health Monitering Engine

Health type defines used for Group Operations health monitoring on this machine.

NRM Health Types
Health Type Type String Platform Health Test

NRM Health Monitor HRM All NRM Health State
NRM Item Health States lcon Value  ReturnValue
@ 1 HEALTH_STATUS_GREEN
) 3 HEALTH_STATUS_YELLOW
@ 4 HEALTH_STATUS_UNKNOWN
)] 13 HEALTH_STATUS_RED
x 7 HEALTH_STATUS_CANT_CONNECT
Health Type Type String Platform Health Test
Label LABEL All nfa
Health Type Type String Platform Health Test
MNRM Group GROUP All Group ltems Health
NRM Group Health | Value Return Value
States
L

HEALTH_STATUS_GREEN
HEALTH_STATUS_YELLOW
HEALTH_STATUS_UNKNOWN
HEALTH_STATUS_RED
HEALTH_STATUS_CANT_CONMNECT

Health Type Type String Platform Health Test
Ping{ICMP) PING Linux  ping -c1 -W1 ZITEM_ADDR | grep “bytes from™ 1>/dev/null
PING Health States lcon Value  Return Value
2o HEALTH_STATUS_UP
(%) MNotD  HEALTH_STATUS_CANT_CONMNECT
Health Type Type String Platform Health Test
Web Page HTTP Linux  weet —~tries=1 --output-document=/dev/null ZITEM_ADDR:ZITEM_PORT 2>/dev/null
HTTP Health States lcon Value  Return Value
0 HEALTH_STATUS_UP

(%) Mot 0  HEALTH_STATUS_CANT_CONNECT

Health Type Type String Platform Health Test
LDAP Directory Root Search LDAP Linux  ldapsearch -h "%ITEM_ADDR" -x “(objectclass=0Organization]” 1>/dev/null
LDAP Health States lcon Value  Return Value
0 HEALTH_STATUS_UP
Mot 0 HEALTH_STATUS_DOWN
Health Type Type String Platform Health Test
TCPIIP Port Query TCP_Open Linux ?map -sT -p SITEM_PORT --max_rtt_timeout 2000 SITEM_ADDR | grep ™1 host up
={devinull
TCP_Open Health States lcon Value  Return Value
0 HEALTH_STATUS_UP

Mot 0 HEALTH_STATUS_DOWN

Default Port
8008

Item Click
MRM Health Page
NRM Health Page
MRM Health Page
NRM Health Page
MRM Health Page

Default Port

Default Port

Item Click
Expand Group
Expand Group
Expand Group
Expand Group
Expand Group

Default Port

Item Click
ping -c4 %ITEM_ADDR
ping -c4 -W1 ZITEM_ADDR

Default Port
80

Item Click
hittp:/ /%ITEM_ADDR::ITEM_PORT
wiget --tries=1 --output-document=/dev/ null %ITEM_ADDR=%ITEM_PORT
2

Default Port

Item Click
Idapsearch -h "SITEM_ADDR" -x "(objectclass=Organization)
|dapsearch -h "2ITEM_ADDR" -x "(objectclass=Organization)”

Default Port
80

Item Click
nmap -sT -p SITEM_PORT --max_rtt_timeout 2000 %ITEM_ADDR
nmap -sT -p ETEM_PORT --max_rtt_timeout 2000 %ITEM_ADDR

Defining or Editing Group Monitoring Types

If you want to add a Group Monitoring type to the group monitoring that is not defined or change
the label of any of the predefined types, you can access the / opt / novel | / nrni

NRM& oupHeal t hl nf o file and make changes to it.

Each item is defined between the beginning and ending NRM_Health_Item_Definition XML tags as

shown below.
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11.10

<NRM Heal t h_I t em Defi ni ti on>
<Type_Nane>Pl NG/ Type_Name>
<Di spl ay_Nane>Pi ng( |1 CVMP) </ Di spl ay_Nane>
<Pl at f or n»Li nux</ Pl at f or m»
<Heal t h_Test >
<Conmand_Li ne>
ping -cl -W % TEM ADDR | grep "bytes from' 1>/dev/null
</ Command_Li ne>
<Resul t >
<Val ue>0</ Val ue>
<Resul t _I con>/ sys/ | ogi n/ NRMcanpi ng. gi f </ Resul t _I con>
<Ret ur n_Val ue>HEALTH_STATUS_UP</ Ret ur n_Val ue>
<O i ck_Conmand>pi ng -c4 % TEM ADDR</ d i ck_Command>
</ Resul t>
<Resul t >
<! Val ue>0</! Val ue>
<Ret ur n_Val ue>HEALTH_STATUS_CANT_CONNECT</ Ret ur n_Val ue>
<C i ck_Conmand>pi ng -c4 -W % TEM ADDR</ d i ck_Conmand>
</ Resul t >
</ Heal th_Test >
</NRM Health_ltem Definition>

Discovering Items on the Network to Monitor

If you want to scan the network for specific services, you can access the Network Discovery page and
specify the host and ports that should be scanned for. After discovering the items on the network,
you can click the item and add it to the current group for future monitoring.

Using this feature can help you to quickly gather the information you need to create monitoring
groups.

To access this page, do the following:
1 In the navigation frame, click Use Group Operations > Configure New Group or Select Group.
2 Right-click the applicable group page displayed.
3 Verify that the browser you are using will accept pop-up dialog boxes.
4 Click Network Discovery.
The Network Discovery page is displayed:

NetWork Discovery 2

Network Scan Parameters

DS Name/IP Address |6 B 00 bes | Subnet Mask |265.266.266.0 |

Select a Network Discovery Method

Scan available Hosts[ping/1C#P Echa)

Scan for \Web Servers(port 80)
Scan for LDAP Servers(port 389) [ LDAF Servser Scan ]
Scan for Movell Remote tManager Servers(port 8008/ 8009)
Scan for Services{user supplied port) [ Service Scan ] port: |
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To perform the scan, do the following:

1 Access the Network Discovery page.

2 Do the tasks specified in the following table:

The Network Scan Parameter fields determine which hosts or ports should be scanned.

The DNS Name / IP Address field is an IP address is used with the subnet mask to determine the
range of IP addresses to be scanned. These fields default to the IP address of the current OES
Remote Manager host and a class C subnet mask. For example, if you wanted to scan for all the
active hosts in the class B range of 137.65 subnet, you might set the IP address to 137.65.1.1
and the subnet mask to 255.255.0.0.

Instead of scanning for all hosts that respond on the network, you can scan for hosts with
specific services available.

Task Procedure

Scan the network for hosts that are responding to 1. Accept the default IP address or DNS name

ICMP Echo Requests in the network within a
specified subnet.

and subnet mask information or change it.

2. Click Subnet Scan.
Scan the network for hosts with port 80 open and 1. Accept the default IP address or DNS name
listening for connections (Web Servers) within a and subnet mask information or change it.
specified subnet. 2. Click Web Server Scan.
Scan the network for hosts with port 389 openand 1. Accept the default IP address or DNS name
listening for connections (LDAP Servers) within a and subnet mask information or change it.
specified subnet. 2. Click LDAP Server Scan.
Scan the network for hosts with port 8009 open 1. Accept the default IP address or DNS name
and listening for connections (Hosts with OES and subnet mask information or change it.
R(?mpte I\/Iangger configured for the default ports) 2. Click NRM Agent Scan.
within a specified subnet.
Scan the network for hosts with user_defined_port 1. Accept the default IP address or DNS name
open and listening within a specified subnet. and subnet mask information or change it.
2. Click Service Scan.

After scanning for a desired service, a Network Discovery page is displayed showing results for

all hosts with the ports.
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You can do the following task with the information returned:

Task Procedure
See more information 1. Click the Web Service More Info icon for the applicable host on the
about the scanned host. Network Discovery page.

2. View the information on the page that is returned.

Add the host to the 1. Click the Add Item to Group icon  for the applicable host on the
current group. Network Discovery page.

2. Complete the required information on the Add New Monitor Item page,
then click Add.

Most of the information is completed by default.

Using Group Operations 91



92 Using Group Operations



Managing NCP Services

This section provides an overview of tasks that can be performed when the NCP Server and Dynamic
Storage Technology plug-in is installed in OES Remote Manager.

For information about using and managing NCP Server and NCP volumes on Open Enterprise Server
(OES), see the OES 23.4: NCP Server for Linux Administration Guide.

For information about using and managing NSS volumes on OES, see the OES 23.4: NSS File System
Administration Guide for Linux.

The Manage NCP Services section in OES Remote Manager for Linux includes the following links to
these pages:

Table 12-1 Links for Managing NCP Services

Link Page Displayed For More Information

View Inventory Reports NCP Inventory Reports Section 12.3, “Generating
Inventories for Directories or NCP
¢ Generate report Volumes,” on page 109

+ Display last report

View Trustee Reports NCP Trustee Reports Section 12.6, “Generating and
Viewing NCP Trustee Reports for
¢ Generate report NSS Volumes,” on page 118

+ Display last report

Manage Shares NCP Shares “Managing NCP Volumes” in the
OES 23.4: NCP Server for Linux

¢ Active shares listing for NSS4 4 inistration Guide

volumes and NCP volumes

+ Information about shares,
including open files

* Create new share
+ Delete existing share
* NCP/NSS bindings

Manage Server NCP Manage Server “Managing NCP Server” in the OES
23.4: NCP Server for Linux

+ Server parameters for NCP Administration Guide

Server

+ Global policy parameters for
Dynamic Storage Technology
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Link

Page Displayed

For More Information

Manage Connections

Connections
* Connection information
(statistics)

+ Broadcast message to
everyone

+ Connection listing

¢ Detailed information about a
connection, including open
files

“Managing Connections for NCP
Volumes and NSS Volumes” in the
OES 23.4: NCP Server for Linux
Administration Guide

View Logs

NCP System Logs

* Logs
+ ncpserv.|og
¢ ncp2nss. | og

+ Audit logs
¢ ncpserv.audit.log
¢ ncp2nss. audit. | og
¢ SYS. audit.!log

<vol ume_nane>. audi t. | og

“Log Files” in the OES 23.4: NCP
Server for Linux Administration
Guide

View Statistics

NCP Statistical Information

* Server information

* Server statistics

“NCP Server Statistics” in the OES
23.4: NCP Server for Linux
Administration Guide

View Diagnostic Information

NCP Diagnostic Information

* NCP engine

* NSS interface daemon

Chapter 7, “Diagnosing Problems
Using Nagios,” on page 37

From these pages you can perform the following tasks:

+ Section 12.1, “Quick Reference for the NCP Server Plug-In for OES Remote Manager for Linux,’

on page 95

)

+ Section 12.2, “Browsing NSS Volumes and Performing Actions on Them,” on page 100

+ Section 12.3, “Generating Inventories for Directories or NCP Volumes,” on page 109

+ Section 12.4, “Generating a Custom Inventory Report from a File Inventory Report,” on

page 115

+ Section 12.5, “Performing Actions on Files from Custom Reports,” on page 116

+ Section 12.6, “Generating and Viewing NCP Trustee Reports for NSS Volumes,” on page 118
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12.1

12.1.1

Quick Reference for the NCP Server Plug-In for OES
Remote Manager for Linux

+ Section 12.1.1, “NCP Volumes (NCP Shares),” on page 95

+ Section 12.1.2, “NCP Server Parameters,” on page 96

+ Section 12.1.3, “NCP Server Connections,” on page 96

¢ Section 12.1.4, “NCP Trustee Reports,” on page 97

¢ Section 12.1.5, “NCP Logs and Audit Logs,” on page 97

+ Section 12.1.6, “NCP Server Statistics,” on page 98

+ Section 12.1.7, “NCP Server Diagnostics,” on page 98

+ Section 12.1.8, “Dynamic Storage Technology,” on page 99

NCP Volumes (NCP Shares)

Table 12-2 describes the management tasks available for the Manage NCP Services > Manage Shares
task in OES Remote Manager for Linux.

Table 12-2 Manage NCP Services > Manage Shares

Subtasks

Management Tasks

Share Name link

Browse files and directories.

View and set file system attributes for files and directories on NSS
volumes.

View file information.

View directory information.

Mount/Unmount Mount NCP volumes and NSS volumes to make them available to NCP
clients.
Unmount NCP volumes and NSS volumes to make them unavailable to
NCP clients.

Info icon NCP share information, such as the Linux file system path for the

volume, file system type, NCP volume ID, status, capacity, and cache
statistics.

Open files listed for each NCP connection.
Add a shadow volume for the NCP volume.

For unmounted DST shadow volumes, click the Info icon to remove the
shadow volume relationship. Removing a shadow volume removes the
entry in the ncpser v. conf file, but does not delete the volumes that
make up the shadow volume.
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Subtasks Management Tasks

Create new share Creates an NCP volume name (share) on a Linux POSIX file system (Ext3,
XFS, or Reiser), and associates it to a path on your server. You are
prompted for a volume (share) name and a path to the volume. This
creates a mount point to the volume you specify and makes it accessible
to NCP clients.

IMPORTANT: You cannot use this method to create an NSS volume. You
must use NSS tools to create and manage NSS volumes on Linux.

Delete existing share Removes the NCP volume and path association for NCP volumes on
Linux POSIX file systems (Ext3, XFS, or Reiser). This does not remove or
delete data from the directory; it removes only the volume mount point
that was created for the NCP share.

NCP/NSS bindings View or modify whether NSS volumes are NCP accessible. If they are not
accessible, the EXCLUDE_VCOLUME vol urmenane command is added
tothe/ et c/opt/ novel | / ncp2nss. conf file.

Use this option for NSS volumes on clusters where the load script
handles NCP mount of NSS volumes.

Use this option for NSS volumes that you want to use as the secondary
storage area in a Dynamic Storage Technology shadow volume.

12.1.2 NCP Server Parameters

Table 12-3 describes the management task available for the Manage NCP Services > Manager Server
task in OES Remote Manager for Linux.

Table 12-3 Manage NCP Services > Manage Server

Subtasks Management Tasks
Server Parameter Information View NCP Server parameters for the SET command and their current
values.

Click the Parameter Value link to modify the value. For a list of
parameters and their default values, see “Configuring Global NCP Server
Parameters”in the OES 23.4: NCP Server for Linux Administration Guide.

12.1.3 NCP Server Connections

96

Table 12-4 describes the management tasks available for the Manage NCP Services > Manage
Connections task in OES Remote Manager for Linux.
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12.1.4

12.1.5

Table 12-4 Manage NCP Services > Manage Connections

Subtasks Management Tasks

Connection information View connection statistics.

Clear all Not Logged In connections.

Connection listing View a list of connections.

Click the name link for the connection to view statistics for the
connection and a list of its open files.

Clear selected connections.

Name link for the connection View statistics for the connection.

View the network address, status, privileges, and security equivalence
for a logged-in-user.

Send a message to the selected connection.

Broadcast messages to everyone Broadcast messages to all logged-in NCP users. The
DI SABLE_BROADCAST parameter must be disabled (value of 0) in
order for broadcast messages to be sent. Users must be using a Novell
Client version that supports receiving broadcast messages, and the
client must be configured to receive messages.

NCP Trustee Reports

Table 12-5 describes the management tasks available for the Manage NCP Services > View Trustee
Reports task in OES Remote Manager for Linux.

Table 12-5 Manage NCP Services > View Trustee Reports

Subtasks Management Tasks

Generating an NCP Trustee report  View the NCP Trustee Report. A volume’s trustee report shows the

for NSS volumes rights settings by folder for each user or group that is a trustee on the
NSS volume.

Viewing a saved NCP Trustee View the last saved trustee report for an NSS volume.

report

The saved report provides the same trustee rights information that was
available when the report was created.

Emailing a saved NCP Trustee For OES 11 SP1 and earlier, email an NCP volume’s trustee report to
report addresses that are configured in the ht t pst kd. conf file.

NCP Logs and Audit Logs

Table 12-6 describes the management tasks available for the Manage NCP Services > View Logs task
in OES Remote Manager for Linux.
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12.1.6

12.1.7

Table 12-6 Manage NCP Services > View Logs

Subtasks Management Tasks
Logs Download and view the ncpserv. | og and ncp2nss. | og.
Audit logs Download and view the following audit logs:

¢ ncpserv.audit.log

All the operations performed by NCP Engine are logged into this
file in XML format. For example, add trustee, remove trustee,
volume mount and dismount, NSS event handler startup/
shutdown, add/remove volume, create shadow volume, security
sync, and kill NCP connections. No file operations are logged in this
file.

¢ ncp2nss. audit. |l og
The following ncp2nss events are logged into this file:

Open command file, write command file, ncp2nss daemon halted,
ncp2nss daemon running, NSS not detected, domain socket not
created, domain socket not accessible, uneb not started, failed to
import uneb symbols, failed to create uneb processing thread, ndp
library not started, failed to import ndp library symbols, and failed
to initialize ndp library.

¢+ SYS. audit. !l og

+ vol unenane. audi t . | og (an audit log is listed for each NSS
volume)

NCP Server Statistics

Table 12-7 describes the management tasks available for the Manage NCP Services > View Statistics
task in OES Remote Manager for Linux.

Table 12-7 Manage NCP Services > View Statistics

Subtasks Management Tasks

Server information View server name, server version, and product version.

View the number of connections.

Server statistics View server statistics such as up time, traffic, and caching memory use.

NCP Server Diagnostics

Table 12-8 describes the management tasks available for the Manage NCP Services > Diagnostic
Information task in OES Remote Manager for Linux.
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12.1.8

Table 12-8 Manage NCP Services > Diagnostic Information

Subtasks

Management Tasks

NCP engine

View statistics for NCP events.

Click the Process ID (PID) link to view information about the currently
running process.

NSS interface daemon

View statistics for NSS events.

Click the Process ID (PID) link to view information about the currently
running process.

Dynamic Storage Technology

Table 12-9 describes the management tasks available for the View File Systems > Dynamic Storage
Technology Options task in OES Remote Manager for Linux.

Table 12-9 View File Systems > Dynamic Storage Technology Options

Subtasks

Management Tasks

Volume information

View a list of NCP volumes and NSS volumes on the server.

Click the Add Shadow link next to an NSS volume to view share
information, where you can create a shadow volume. (NCP volumes are
not supported as shadow volumes.)

Click the Inventory link next to a shadow volume to view an inventory
report for both the primary and secondary volumes.

Click the View Log link next to an NSS volume to download a copy of the
audit log for the selected volume.

Add Shadow link

This option takes you to the Share Information page. Scroll down to the
Volume Tasks area to find the Add Shadow Volume task.

The Share Information page and Add Shadow Volume page do not
distinguish or validate whether the volumes you choose are actually
supported file systems and available combinations.

WARNING: NSS volumes must already exist when you create the
shadow volume. The Create if not present option is available for future
support of NCP volumes on Linux file systems. Do not use this option for
NSS volumes.

Inventory link

View statistics and graphical trend displays for the volume’s files and
directories. For a DST shadow volume, the report includes information
for both the primary storage area (primary area) and the secondary
storage area (shadow area).
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Subtasks Management Tasks

Volume information (Info icon) NCP share information, such as the Linux file system path for the
volume, file system type, NCP volume ID, status, capacity, and cache
statistics.

Open files listed for each NCP connection.
Add a shadow volume for the NCP volume.

For unmounted DST shadow volumes, click the Info icon to access the
dialog to remove the shadow volume relationship. This removes the
entry in the ncpser v. conf file, but does not delete the volume itself.

To unmount a shadow volume, click Manage NCP Services > Manage
Shares, then click Unmount option next to the shadow volume.

Dynamic Storage Technology Create a new policy.

policies o o
View a list of existing policies.

Click the Policy Name link to modify or delete the policy.

Duplicate file resolution options Set a global policy for how to handle duplicate files.

12.2 Browsing NSS Volumes and Performing Actions on
Them

The NCP Server plug-in to OES Remote Manager appears as “Manage NCP Services” in the left panel.
NCP volumes and NSS volumes are listed as NCP Shares.

For detailed information about creating and managing NCP volumes, see the OES 23.4: NCP Server
for Linux Administration Guide.

For detailed information about creating and managing NSS volumes, see the OES 23.4: NSS File
System Administration Guide for Linux.

For detailed information about creating and managing Dynamic Storage Technology shadow volume
pairs with NSS volumes, see the OES 23.4: Dynamic Storage Technology Administration Guide.
¢ Section 12.2.1, “Viewing Information about an NSS Volume,” on page 101

+ Section 12.2.2, “Viewing the Linux POSIX Details of an NSS Directory and Performing Specific
Actions on It,” on page 103

+ Section 12.2.3, “Viewing the Linux POSIX Details of a File and Performing Specific Actions on It,”
on page 103

+ Section 12.2.4, “Browsing an NSS Volume and Setting Rights and File System Attributes on
Directories and Files,” on page 104

+ Section 12.2.5, “Salvaging and Purging Deleted Files on an NSS Volume,” on page 108
¢ Section 12.2.6, “Purging a Deleted NSS Volume,” on page 108

+ Section 12.2.7, “Viewing Open File Information for an NSS Volume,” on page 109
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12.2.1 Viewing Information about an NSS Volume

1 In OES Remote Manager, select Manage NCP Services > Manage Shares.

2 Inthe right pane, view the list of mounted NSS volumes in the Active Shares list.

3 Next to the volume name, click the Information icon ((i}) to go to the volume’s Share
Information page.

VOLD Share Information ?

Description Value

File system path fmediafnss®OLD
File system shadow path n/a
Loaded name spaces DOS LONG

File system type NS5
NCP volume ID 2
mounted

anline
salvageable

Status
user quotas
directary quotas
Sector Size 512
Sectors per Cluster a8
Capacity 49652 MB
Used space 592 KB

Advanced Information WViews

Open File Information

Salvageable File List

Volume tasks

Available Actions

Add Shadow volume
Purge Volume

Perform Inwventory

Share Management Home

4 In the Information table, view the following information about the NSS volume:
¢ File system path on Linux, such as/ medi a/ nss/ VOLD
Click the link to browse the directories and files on the volume.

+ File system shadow path, such as/ medi a/ nss/ SH VOLD (A path is displayed only when
the specified NSS volume is the primary volume of a Dynamic Storage Technology shadow
volume pair.)

Click the link to browse the directories and files on the pair’s secondary volume.
+ Loaded name spaces, such as DOS, LONG, MAC, and UNIX
+ File system type (NSS)
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+ NCP volume ID

The NCP volume ID is a value between 0 and 254 that is automatically assigned for
standalone volumes, beginning with zero. The SYS volume is by default assigned 0, and
_Adnmi n is assigned 1. For shared volumes, the volume ID is specified in the cluster load
script for shared volumes, beginning with 254 and down.

+ Status

Identifies whether the volume is mounted/unmounted, online/offline, or in a cluster
resource. It lists the NSS volume attributes that are enabled for the volume, such as
Salvageable, User Quotas, Directory Quotas, and so on.

* Sector size

¢ Sectors per cluster
+ Capacity

+ Used space

+ Advanced information (Click View to view.)

Local cache Parameter Value
trustee count 0
cached files 2
evicted files 0
cached folders =1
cache retrieved 19

cache retrieved locked O

Pool name NSS POOL_D
Pool attributes NSS 0x13
GUID NSS e3h410a4-f2fa-01e1-80-00-0c85Rd1 022

¢ Local cache
¢ Trustee count
¢ Cached files
+ Evicted files
¢ Cached folders
¢ Cache retrieved
¢ Cache retrieved locked
¢ Pool name
+ Pool attributes
+ GUID
+ Open File Information (Click to view.)

+ Salvageable Files (Click to view.)
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12.2.2 Viewing the Linux POSIX Details of an NSS Directory and
Performing Specific Actions on It

1 Click the View File System Listing link in the navigation frame, or click a Mount Location name
link on the Home page.

2 On the Directory list page, browse to the / nedi a/ nss/ <vol une_nane> directory and
through its subdirectories to the directory, then click the Directory Information icon [3 to the
left of the directory name.

3 On the Directory Information page that is displayed, view the information about the file:
+ Directory owner
+ Group
+ Data modified time
¢ Last accessed time
+ Information change time

+ Linux POSIX read/write/execute directory attributes.

IMPORTANT: Do not use these settings for NCP and NSS volumes. Use the NCP view of the
volume to set the OES Trustee Model attributes.

4 Perform any of the following tasks:

Delete Directory and Cornterts

Reriame Directory | [imediainss/ OLD/dir fir2 |

Create Subdirectory | | |

Create Symbolic Link | | [

+ Delete Directory and Its Contents: Click this option to delete the selected directory and
the subdirectories and files in it.

+ Rename Directory: Specify the full Linux path to the directory, including the new directory
name, then click Rename Directory.

+ Create Subdirectory: Specify the name of the new subdirectory, then click Create
Subdirectory.

+ Create Symbolic Link: Specify the name for the symbolic link, then click Create Symbolic
Link.

12.2.3 Viewing the Linux POSIX Details of a File and Performing Specific
Actions on It

1 Click the View File System Listing link in the navigation frame, or click a Mount Location name
link on the Home page.

2 On the Directory list page, browse to the / nedi a/ nss/ <vol une_nane> directory and
through its subdirectories to the file, then click the File Info icon E_‘Q to the left of the file name.
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3 On the File Information page that is displayed, view the information about the file:
+ File owner
+ Group
+ Data modified time
¢ Last accessed time
+ Information change time

+ Linux POSIX read/write/execute file attributes.

IMPORTANT: Do not use these settings for NCP and NSS volumes. Use the NCP view of the
volume to set the Novell Trustee Model attributes.

4 Perform any of the following tasks:

Edit | Delete | Fename ||,.’h|:|me,."test.".ema|:s

Create Hard Link ||
Create Symbalic Link ||

+ Edit: The Edit button is available only on simple text files or on files with the extensions
listed in the / opt / novel | / nrmi nredi t. t xt file. If you want to save the file with an
ANSI or UTF-8 encoding, select the appropriate option and click OK.

+ Delete: Click Delete to delete the selected file.

+ Rename: Specify the full Linux path to the file, including the new file name, then click
Rename.

¢ Create Hard Link: Specify the hard link path, then click Create Hard Link.
+ Create Symbolic Link: Specify the symbolic link path, then click Create Symbolic Link.

12.2.4 Browsing an NSS Volume and Setting Rights and File System
Attributes on Directories and Files

1 In OES Remote Manager, select Manage NCP Services > Manage Shares.
2 Inthe right pane, view the list of mounted NSS volumes in the Active Shares list.
3 Click the volume Name link to view a folder list and to browse the files on the NSS file system.

Click the arrows in the column headings to sort the list by name, type (file extension), size, or
last modified date and time.

4 Use the links above the file list to perform the following actions on the volume:
+ Upload
¢ Text Search
+ File Search
¢ Inventory

For information, see Section 12.3, “Generating Inventories for Directories or NCP
Volumes,” on page 109.
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5 Click a directory’s Directory Information icon (& to view information about the directory. You
can also create subdirectories.

VOoLD:/dir

[Back to directory listing for: AYOLDVIr]

Directory entry information:

Oumer .avalon.novell

Creation date and time  Mon Jun 20 135712 2076

Effective rights SRWCEMFA
Inherited rights filker SEWCEMPA

Salvageable files: None

*

Create Subdirectory | New name

Owner

Creation date and time

Effective rights (based on the OES Trustee Model)

Inherited rights filter (based on the OES Trustee Model). You can click the link to modify the
rights inheritance filter settings.

Salvageable files

6 Click a directory’s Attributes link to view or modify the NSS file system attributes that are set for
the directory. Click OK to save your changes.

VOLD:/dir
Folder Attributes Description
|:| System If checked, this indicates a system file or folder.
|:| If checked, this indicates that this file or folder is excluded from
Hidden narmal directany searches.
I:IArchive If checked, this indicates that the file orfolder needs to be archived.

*

*

*

I:l Immediate Purge
I:l Don't Compress

D Daon't Migrate
D Delete Inhibit:
I:I Rename Inhikit:

I:I Immediate Comprass

QK Rezet

System
Hidden
Archive

Immediate purge

If checked, this indicates that when this file or folder or the folder
contents are deleted and are unrecoverable.

If checked, this indicates that this file orthe contents of the folder
cannot be compressed..

If checked, this indicates that this file or folder cannot be migrated to
nearline storage..

If checked, this indicates that this file or folder cannot be deleted.

If checked, this indicates that this file or folder name cannot be
renarmed.

If checked, this indicates that this file or the folder contents will be
scheduled far compression..
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+ Do not compress

+ Do not migrate

+ Delete inhibit

+ Rename inhibit

+ Immediate compress

For information about the meaning and usage of NSS file system attributes for directories, see
“Understanding Directory and File Attributes for NSS Volumes” in the OES 2023: File Systems
Management Guide.

7 Click afile’s File Information icon @, to view the following file information. You can also delete
the file from this page by clicking Delete File.

VOLD:/SLES-deployment_en.pdf

[Back to directory listing for: NOLD]

File information
Oumer cadmin novell
Last modified date and time Meon Jun 20 13:57:12 2016
Creation date and time Fri Jun 24 18:43:40 2016
Last archived date and tine  Fri Now 20 00:00:00 1979

Effective rights SRWCEMFA
Inherited rights filter SRWCEMFA
Disk space in use 4,845 095 Bytes
Delete File
¢+ Owner

+ Last modified date and time

¢ Creation date and time

¢ Last archived date and time

+ Effective rights (based on the OES Trustee Model)

+ Inherited rights filter (based on the OES Trustee Model). You can click the link to modify the
rights inheritance filter settings.

+ Disk space in use
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8 Click a file’s Attributes link to view or modify the NSS file system attributes that are set for the
file. Click OK to save your changes.

VOLD:/SLES-deployment_en.pdf

*

*

File Attributes

D Systern
[ Hidden

D Read Only
Archive

D Immediate Purge
D Don't Compress

D Don't Migrate

D Delete Inhibit:

D Renare Inhibit:

D Immediate Compress
D Shareable
D Don't SubAlloc

D Execute Only

DTransactional
D Copy Inhibit
QK Reset

System

Hidden

Read only

Archive
Immediate purge
Do not compress
Do not migrate
Delete inhibit
Rename inhibit
Immediate compress
Shareable

Do not suballocate
Execute only
Transactional

Copy inhibit

Description
If checked, this indicates a systern file or folder.

If checked, this indicates that this file or folder is excluded from normal
directory searches.

If checked, this indicates that this file cannot be deleted ar madified..

If checked, this indicates that the file orfolder needs to be archived.
If checked, this indicates that when this file or folder or the folder contents
are deleted and are unrecoverable.

If checked, this indicates that this file arthe coantents of the folder cannot
be compressed..

If checked, this indicates that this file or folder cannot be migrated to near
line storage..

If checked, this indicates that this file or folder cannot be deleted.

If checked, this indicates that this file ar folder name cannot be renamed.
If checked, this indicates that this file or the folder contents will be
scheduled for compression..

If checked, this indicates that this file may be used by multiple users at the
same time..

If checked, this indicates that this file may not utilize sub-allocation for
space saving..

If checked, this indicates that this file may only be excuted as a program,
no modificationswill be allowed to the file.

If checked, this indicates that Transactional tracking of data will enabled.

If checked, this indicates that this file may notbe copied.

For information about the meaning and usage of NSS file system attributes for directories, see
“Understanding Directory and File Attributes for NSS Volumes” in the OES 2023: File Systems
Management Guide.
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12.2.,5 Salvaging and Purging Deleted Files on an NSS Volume

From an NSS volume’s Share Information page, the Salvageable File List option allows you to view a
list of deleted files that are available for salvage or purge on the volume. Deleted files are available
only for NSS volumes where the Salvage attribute is enabled. For information about the NSS file
salvage feature, see “Volume Salvage versus File Salvage” in the OES 23.4: NSS File System
Administration Guide for Linux.

1 In OES Remote Manager, select Manage NCP Services > Manage Shares.

2 Inthe right pane, view the list of mounted NSS volumes in the Active Shares list.

3 Next to the volume name, click the Information icon (1) to go to the volume’s Share Information
page.

4 Below the Information table, click Salvageable File List to open the Salvage File Information
page.

Salvage File Information

Back to directary listing for: AOLD

Purge all files

Salvageable files

Salvage Purge Mame Size Last modified date and time Deletor

Salvage Purge || 5| Es.instaliquick_en.pdf 2446725 Man Jun 20 13:57:12 2016 _admin.novell

5 Salvage or purge files in the list:

If the deleted file resided in a directory that has been deleted, you must first salvage the deleted
directories in the path. Salvage each lower directory in turn until you have salvaged the deleted
directory that contained the file. You can then search for the deleted file in the salvaged
directory.

+ The Purge all files option allows you to purge all deleted files on the selected volume.
+ The Salvage option allows you to recover a deleted file.
¢ The Purge option allows you to purge a deleted file.

You can also select a deleted directory and use this option to purge the deleted directory
and all of the deleted subdirectories and files that it contains.

12.2.6 Purging a Deleted NSS Volume

For volume salvage, the NSS volumes are automatically retained on deletion. The deleted volume
can be salvaged for a period of time that is determined by the server-level Logical Volume Purge
Delay setting. Administrators with the Supervisor right can salvage or purge deleted volumes at any
time before the purge delay elapses. For information about the NSS volume salvage feature, see
“Volume Salvage versus File Salvage” in the OES 23.4: NSS File System Administration Guide for
Linux.

1 In OES Remote Manager, select Manage NCP Services > Manage Shares.

2 Inthe right pane, view the list of mounted NSS volumes in the Active Shares list.

108 Managing NCP Services


https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#bavj35x
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#Front
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#Front
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#bavj35x
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#Front
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#Front

12.2.7

12.3

3 Next to the volume name, click the Information icon (1) to go to the volume’s Share Information
page.
4 Scroll down to the Volume Tasks table, then click Purge Volume.

Viewing Open File Information for an NSS Volume

1 In OES Remote Manager, select Manage NCP Services > Manage Shares.
2 Inthe right pane, view the list of mounted NSS volumes in the Active Shares list.
3 Next to the volume name, click the Information icon () to go to the volume’s Share Information
page.
4 Below the Information table, click Open File Information to open the Open File Information
page.
5 View the following information about files on the NSS volume:
+ Connection
For information, see “Managing Connections for NCP Volumes and NSS Volumes” in the
OES 23.4: NCP Server for Linux Administration Guide.
¢ User name

+ Open file list

Generating Inventories for Directories or NCP Volumes

With this feature, you can inventory NCP mounted volumes or general file system directories. You
can also view graphs, profiles, reports, and key statistics about each of these items, including space
usage trends.

Generating this report can take a while, depending on the number of files and folders in the
specified directory path.

With a few clicks, you get available space trend graphs; profiles for file types, file owner, last
accessed, last modified, creation time, and file size; and links to specific reports for each of these.
You can also customize the scan to look for specific file information.

The File Owner Profile gathers the ownership statistics from the NSS management interface. If the
eDirectory user name is available from the NSS management interface, the file owner is reported as
the eDirectory user name, such asj smi t h. Otherwise, the owner is reported as the nobody user. It
is not required that you enable the users with Linux User Management (LUM) to get the file owner’s
name.

NOTE: If AD users are assigned as trustees, then the file owner is reported as the Unknown user.

This section includes the following tasks:

¢ Section 12.3.1, “Generating a File Inventory Report,” on page 110
¢ Section 12.3.2, “Generating an NCP Volume Inventory Report,” on page 112
+ Section 12.3.3, “Viewing a Saved NCP Inventory Report,” on page 114
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12.3.1 Generating a File Inventory Report

To generate an inventory report for an entire server or any subdirectory, including mounted NCP

volumes:

1 Click View File System > General File System Inventory.

You can also click the Inventory link at the top of the View File System Listing page, and on
subsequent pages as you navigate through the file system subdirectories.

This opens the General File Inventory page. By default, the / (r oot ) directory is selected.

OES Remote Manager

?0 longbourn
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Diagnose
Bl View File System

View File System Listing
View Partition Information

General File Inventory
NCP Volume Inventory

Dynamic Storage Technology
Options

IManage Linux

lManage Hardware
Use Group Operations
Manage NCP Services
Manage CIFS Services
Manage AFP Services

General File Inventory ?

Choose Subdirectory to Inventory:
Start Scan ||/
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2 From this point, you can do the following:

Click the Start Scan button to generate an inventory of the entire server (the default selection is

the / [r oot ] subdirectory).

or

Select a subdirectory to generate a report from. Click the subdirectory_name links until the
desired subdirectory appears in the Scan field, then click the Start Scan button.

General File Inventory

Choose Subdirectory to Inventory:

Select | [fetcainetd d

Browse Subdirectories:
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If you are viewing the File System Listing page for the desired directory, you can generate the
same reports by clicking the Inventory link on this page.

A report similar to the following is generated:

General File Inventory

Inventory Report for: /etc/xinetd.d
Report generated on Mon Jul 18 17:33:01 2016
Elapsed Time(seconds): 0

Key Statistics Totals
_typ_p_ElI:e e r':'f'l]ff Total Subdirectories: 1
ile owner profiles o
Last modified profiles Total Files: 20
Last accessed profiles Space In Use: 0 MB
Change time profiles Space Available: 7,533 MB
File size profiles . .
Links to specific reports File T?‘pes.. - 1
Custom Directory Tree Scan Soft Link Files: 0
Soft Link Subdirectories: 1]

File type profiles:
Data Tables:

File Types (By Bytes In Use)

At this point, you can click any of the links to the left of the Key Statistics table to move quickly to the
generated information, or you can create a custom report. See “Generating a Custom Inventory
Report from a File Inventory Report” on page 115.
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12.3.2 Generating an NCP Volume Inventory Report

1 Use either of the following methods to generate an NCP Volume Inventory Report:

+ Select Manage NCP Services > Volume Inventory Reports, locate the NSS volume in the list,
then click Create in the Generate Report column for the volume.

® Diagnose NCP Inventory Reports ?
F View File System View Last Report| Generate Report | eMail Report
& Manage Linux oL Display Create Send
F—Manage Hardware WOL_SH1 Display Cieate Send

: 5%S Display Create Send
# Use Group Operations
= Manage NCP Services

Select View File System > NCP Volume Inventory, then select the name link of an available
NCP volume in the list.

This opens the Volume Inventory page that shows all of the mounted NCP and NSS volumes
available for inventory.

El Diagnose Volume Inventory ?
El View File System NCP Volumes Available for Inventory

View File System Listing Volume Mount Point

Wiew Partition Information 5Y5 ffusrinovellisys)

General File Invertory

MNCPVOL (fhome})
NCP Wolume Invertory

Dynamic Storage Echnology YOL D (fmediainss/VOL_D)
Options VoL F (fmedia/nssNVOL_F)
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2 View the generated report.

A report similar to the following is generated:

Volume Inventory

Inventory Report for: /usr/novell/sys
Report generated on Mon Jul 18 17:42:59 2016
Elapsed Time(seconds): 0

. . Key Statistics Totals
—t'-'ﬂp—:?_{e i mﬁlﬁ‘ Total Subdirectories: 35
ile owner profiles e
Last modified profiles Total Files: 388
Last accessed profiles Space In Use: 21 MB
C_g_D__hlan e timef : rofiles Space Available: 7,533 MB
File size profiles . .
Links to specific reports File T?pes'_ - 1
Custom Directory Tree Scan Soft Link Files: o
Soft Link Subdirectories: 0

File type profiles:
Data Tables:

File Types (By Bytes In Use)

At this point, you can click any of the links to the left of the Key Statistics table to move quickly to the
generated information, or you can create a custom report. See “Generating a Custom Inventory
Report from a File Inventory Report” on page 115.
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12.3.3 Viewing a Saved NCP Inventory Report
An inventory report is saved when you run an inventory on an NCP volume.
To view the last saved report:

1 Go to the Manage NCP Services > Volume Inventory Reports page.

2 Click the View Last Report > Display option for the volume.

The saved report provides the same statistics as running View File Systems > NCP Volumes Inventory.
Graphics are not available in a saved report.

# Diagnose NCP Inventory Reports ?
# View File System View Last Report| Generate Report | eMail Report
# Manage Linux WL Display Create Send
F-Manage Hardware WOL_SH1 Display Create Send
) S¥S Display Create Send
¥ Use Group Operations

= Manage NCP Service
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12.4 Generating a Custom Inventory Report from a File
Inventory Report

After generating an inventory report for a volume or directory, you can create a customized scan to
report more specific information and perform additional actions on the files selected in the report,
such as move, copy, or delete.

1 Create the initial report as specified in “Generating a File Inventory Report” on page 110.
2 In the generated report, click the Custom Directory Tree Scan link.

A page similar to the following is returned:

Custom Directory Tree Scan

w &

Search Pattern:

File Owner Restriction: | None ¥
Time Stamp Restrictions:

Time Stamp:
Last Modified Time
Last Accessed Time
Last Changed Time

Range:

Within Last Day

1 Day - 1 Week

1 Week - 2 Weeks
2 Weeks - 1 Month

1 Month - 2 Months
2 Months - 4 Months
4 Months - 6 Months
6 Months - 1 Year

1 Year - Z Years
More than 2 Years

File Size Restriction:
Less than TKB
1 KB - 4 KB
4 KB - 16 KB
16 KB - 64 KB
64 KB - 256 KB
256 KB - 1 MB
1 MB - 4 MB
4 MB - 16 MB
16 MB - 64 MB
64 MB - 256 MB
More than 256 MB

Start Scan

3 Type the specific search criteria in the Search Pattern field.
* *is the default entry.
4 Select the desired settings in the File Owner Restriction drop-down box.

None is the default selection.
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5 Select the check boxes desired to customize the report by Time Stamp or File Size restrictions.
No restrictions is the default setting.
6 Click Start Scan.

A page similar to the following is returned:

Inventory Detail Report ?

Primary Directories

Inventory Detail Report for: fusr/novell/sys
All files matching selected filter:

| Check All || Uncheck All || Delete Checked Files |

Move Checked Files To

Copy Checked Files To:

E& /usr/novell/sys/SYS Inventory.html
OWNER: root, Size: 10,391 (10.1 KB), Modified: Tue 19 Jul 2016 08:10:42 PM IST, Accessed: Fri 17 Jun 2016 11:35:14 AM IST, Changed: Tue 19 Jul 2016 08:10:42 PM IST,

ECEI /usr/novell/sys/LOGIN/MAP.EXE
OWHNER: root, Size: 269,247 (262.9 KB), Modified: \Wed 19 Nov 1997 09:56:44 AM IST, Accessed: \Wed 19 Nov 1997 09:56:44 AM IST, Changed: Thu 16 Jun 2016 10:53:25 AM IST,

Ea /usr/novell/sys/LOGIN/NLS/ 1254 UNI.0O1
OWHNER: root, Size: 727 (727), Modified: Fri 20 Mar 1998 01:02:30 PM IST, Accessed: Fri 20 Mar 1998 01:02:30 PM IST, Changed: Thu 16 Jun 2016 10:53:25 AM IST,

Ea fusr/novell/sys/LOGIN/NLS/936 UNI.OO1
OWNER: root, Size: 48,072 (46.9 KB), Modified: Tue 15 Dec 1998 09:08:16 AM IST, Accessed: Tue 15 Dec 1998 09:08:16 AM IST, Changed: Thu 16 Jun 2016 10:53:25 AM IST,

12.5 Performing Actions on Files from Custom Reports

After a custom report is generated, you can perform the following actions on the files listed in the
report for the selected volume.

+ Section 12.5.1, “Moving Selected Files,” on page 116

*

Section 12.5.2, “Copying Selected Files,” on page 117

*

Section 12.5.3, “Deleting Selected Files,” on page 117

*

Section 12.5.4, “Opening or Downloading a File,” on page 117

*

Section 12.5.5, “Managing Individual Files,” on page 117

12.5.1 Moving Selected Files

1 From the generated report, select the check box to the left of each file that you want to move.
To move all files in the list, click the Check All button.

2 Specify the path where you want to move the selected files in the field to the right of the Move
Checked File To button.

The target path must be to a location on the same volume.
3 Click the Move Checked File To button.
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12.5.2 Copying Selected Files

1 From the generated report, select the check box to the left of each file that you want to copy. To
copy all files in the list, click the Check All button.

2 Specify the path where you want to copy the selected files in the field to the right of the Copy
Checked File To button.

The target path must be to a location on the same volume.

3 Click the Copy Checked File To button.

12.5.3 Deleting Selected Files

1 From the generated report, select the check box to the left of each file that you want to delete.
To delete all files in the list, click the Check All button.

2 Click the Delete Checked Files button.

12.5.4 Opening or Downloading a File

1 From the generated report, select the file_name link for the file you want to open or download.

2 From the resulting dialog box, select Open With or Save to Disk, then click OK.

12.5.5 Managing Individual Files

1 From the generated report, click the File Information EQ icon.

2 To perform the desired action (edit, delete, rename, create hard link, or create symbolic link) for
the file, specify the required information in the applicable field, then click the applicable
button.

The target path for the action must be to a location on the same volume.

Edit | Delete | Rename ||Ihume;“test-’.emacs

Create Hard Link. ||

Create Symbolic Link, | |
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12.6 Generating and Viewing NCP Trustee Reports for NSS

Volumes

Under Manage NCP Services, the View Trustee Reports option opens the NCP Trustee Reports page
where you can generate a trustee report for a specified NSS volume. This includes Dynamic Storage
Technology shadow volumes that are comprised of two NSS volumes. You can display the last trustee
report in the web browser. A trustee report shows the rights settings by folder for each user or group
that is a trustee on the NSS volume.

In OES 11 SP1 and earlier, you can also send the report to the email addresses that you have pre-
configured for OES Remote Manager.

+ Section 12.6.1, “Generating an NCP Trustee Report,” on page 118
¢ Section 12.6.2, “Viewing a Saved NCP Trustee Report,” on page 119

12.6.1 Generating an NCP Trustee Report

118

1 Login to OES Remote Manager as the r oot user.

2 In the left navigation panel, select Manage NCP Services > View Trustee Reports to open the NCP
Trustee Reports page.

NCP Trustee Reports ?
View Last Report| Generate Report|

V3 Display Create

vz Display Create

W1 Display Create

3 On the NCP Trustee Reports page, locate the NSS volume in the list, then click its Create link in
the Generate Report column.

4 View the NCP Trustee Report.

A volume’s trustee report shows the rights settings by folder for each user or group that is a
trustee on the NSS volume. For example, the following trustee report shows the rights for a
folder in a Dynamic Storage Technology shadow volume.

Shadow Volume Trustee Report ?

Primary Volume Tree: /fmedia/nss/ V1
Shadow Volume Tree: /media/nss/V15HADOW
Report generated on Fri Jul 16 18:28:14 2016

/media/nss/V1/folderjim
Rights: _RWCEMFA User { Group .CH=nonlumuserr.O=novell. T=TULIP.

Elapsed Time(seconds): 14
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12.6.2 Viewing a Saved NCP Trustee Report

You can view the last saved trustee report for an NSS volume. The saved report provides the same
trustee rights information that was available when the report was created.

1 Log in to OES Remote Manager as the r oot user.

2 In the left navigation panel, select Manage NCP Services > View Trustee Reports.

3 Locate the NSS volume of interest in the list, then click its Display link in the View Last Report
column.
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Managing Dynamic
Options

Storage Technology

This section provides an overview of tasks that can be performed when the NCP Server and Dynamic
Storage Technology plug-in is installed in OES Remote Manager.

For information about using and managing Dynamic Storage Technology on Open Enterprise Server
(OES), see the OES 23.4: Dynamic Storage Technology Administration Guide.

For information about using and managing NSS volumes on OES, see the OES 23.4: NSS File System

Administration Guide for Linux.

The View File System > Dynamic Storage Technology Options section in OES Remote Manager for
Linux includes the following links to these pages:

Table 13-1 Links for Dynamic Storage Technology Options

Link

Actions

View File Systems > Dynamic Storage Technology
Options > Volume Information

Volume Share Information

+ View file system shadow path
¢ Add shadow volume

See “Adding a Shadow to the Primary NSS
Volume (Linking the NSS Volumes)” in the OES
23.4: Dynamic Storage Technology
Administration Guide.

View File Systems > Dynamic Storage Technology
Options > Shadow Status

+ Shadowed
+ Add Shadow

See “Adding a Shadow to the Primary NSS
Volume (Linking the NSS Volumes)” in the OES
23.4: Dynamic Storage Technology
Administration Guide.

View File Systems > Dynamic Storage Technology
Options > Inventory

Inventory creates inventory for the primary volume,

secondary volume, and merged view of volumes. See

“Generating a File Inventory for DST Shadow
Volumes” in the OES 23.4: Dynamic Storage
Technology Administration Guide.
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_nss_lx/stor_nss_lx.pdf#Front
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#addshadow
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#addshadow
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bc8gges
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bc8gges
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
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Link

Actions

View File Systems > Dynamic Storage Technology
Options > Dynamic Storage Technology Policies

+ View a list of DST policies.

+ View summary information about when it was
last executed and the total files moved.

+ Select the policy to view or modify the policy
settings.

+ Select the policy, scroll to the bottom of the
Policy page, then click Delete.

See “Viewing DST Policies and Policy Status” in the
OES 23.4: Dynamic Storage Technology
Administration Guide.

View File Systems > Dynamic Storage Technology
Options > Create a new policy

See “Creating and Managing Policies for Shadow
Volumes” in the OES 23.4: Dynamic Storage
Technology Administration Guide.

View File Systems > Dynamic Storage Technology
Options > Stop all running policies

See “Stopping a Running Policy” in the OES 23.4:
Dynamic Storage Technology Administration Guide.

View File Systems > Dynamic Storage Technology
Options > Duplicate file resolution options

+ Broadcast conflict message to user
¢ Action to be taken
+ Show duplicate shadow files (default)
+ Hide duplicate shadow files
+ Rename duplicate shadow files
+ Delete duplicate files from shadow area
* Move duplicate shadow files to /

. _DUPLI CATE_FI LES

See “Resolving Instances of Duplicate Files” in the
OES 23.4: Dynamic Storage Technology
Administration Guide.

Manage NCP Services > Manage Shares > NCP Shares

NCP Shares

+ NCP/NSS bindings

* Volume Information > Volume Tasks > Add
Shadow Volume

¢ Unmount > Volume Information > Volume Tasks
> Remove Shadow

For information about adding and removing shadow
volume pairs, see “Creating and Managing DST
Shadow Volumes for NSS Volumes” in the OES 23.4:
Dynamic Storage Technology Administration Guide.
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
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https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo
https://www.microfocus.com/documentation/open-enterprise-server/23.4/pdfdoc/stor_dst_lx/stor_dst_lx.pdf#bookinfo

Link Actions

Manage NCP Services > Manage Server NCP Manage Server

+ Global policy parameters for Dynamic Storage
Technology

DUPLICATE_SHADOW_FILE_ACTION
DUPLICATE_SHADOW_FILE_BROADCAST
REPLICATE_PRIMARY_TREE_TO_SHADOW
SHIFT_ACCESSED_SHADOW_FILES
SHIFT_DAYS_SINCE_LAST_ACCESS
SHIFT_MODIFIED_SHADOW_FILES

For more information about how these settings
affect shadow volume pairs on the server, see
“Configuring DST Global Policies” in the OES
23.4: Dynamic Storage Technology
Administration Guide.
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Managing CIFS Services

The CIFS-NRM plug-in to OES Remote Manager allows you to manage connections and open files on
NSS volumes for a CIFS server. When you install Novell CIFS, the plug-in adds the Manage CIFS
Services section in NRM. With the file monitoring options, you can view details of open files and
close open files by connection or by file. The tasks can be performed on NSS volumes where you
have configured CIFS shares by using Novell CIFS.

For information about using and managing CIFS services on Open Enterprise Server (OES), see the
OES 23.4: OES CIFS for Linux Administration Guide.

For information about using and managing NSS volumes on OES, see the OES 23.4: NSS File System
Administration Guide for Linux.

The Manage CIFS Services section includes the following links to CIFS server management pages:

Table 14-1 Links for Manage CIFS Services

Link Page Displayed
Manage Connections CIFS Connections
View Logs CIFS System Logs

¢ libnrn2cifs.log

¢ cifs.log

Manage Open Files CIFS Open File Management

+ Connection information (statistics)
¢ Connection listing

+ Detailed information about a connection, including
open files

From these pages you can perform the following tasks:

+ Section 14.1, “Managing CIFS Connections,” on page 125
+ Section 14.2, “Viewing Log Information,” on page 126

+ Section 14.3, “Managing Open Files,” on page 127

14.1 Managing CIFS Connections

By querying or listing all open connections, you can understand how many sessions are opened at
any moment. The details for each connection include the session ID, client IP address, user name,
user login time, consolidated list of read/write requests, access mode, and total number of other

requests received. You can drill-down to extract per-connection details, such as the group that the
user is a member of.
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Table 14-2 CIFS Connection Parameters

Parameter

Description

Access mode

Indicates the mode in which the CIFS server has opened the file on behalf of the
user. This field displays information that the CIFS server has interpreted from the
data received as part of both the Access Mask field and the Share Access field in the
SMB_COM_NT_CREATE_ANDX request.

DD

Indicates that the right to delete or rename the file is denied for all other
connections.

Desired access

Specifies the access modes that the client has requested.

DR Indicates that the right to read data from the file is denied.

DW Indicates that the right to write data into the file is denied.

ND Indicates that the right to delete or rename the file is denied for this connection.
RD Indicates that the right to read data from the file is granted.

Shared access

Specifies the sharing modes that the client has requested; that is, how the file
should be shared with other users.

WR

Indicates that the right to write data into the file is granted.

1 Login to OES Remote Manager as the r oot user.

2 Click Manage CIFS Services > Manage Connections to display the CIFS Connections page.

3 You can perform the following tasks for open connections on a CIFS server:

+ Status of Open Connections: The CIFS Connection List table displays the connection
number, name of user accessing the connection, reads and writes for each connection, CIFS
requests by each connection, login details for the connection, and connection type to view
CIFS connections for both Active Directory users and eDirectory users.

+ View Connection Information: Click the connection name to view more details for a
specific connection.

14.2 Viewing Log Information
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1 Login to OES Remote Manager as the r oot user.

2 Click Manage CIFS Services > View Logs to display the CIFS System Logs page.

3 You can view the following logs for the CIFS server:

+ libnrm2cifs.log: Logs debug messages associated with the CIFS-NRM plug-in. Click the file
to view the messages.

+ cifs.log: Logs information, warning, and error messages associated with the CIFS server.
Click the file to view the messages.
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14.3 Managing Open Files

You can use the file listing options to view the following information:

+ All open files for a particular NSS volume
+ All open files by a connection

+ All users who have open file handles for a particular file
You can use the file closing options to close the following:

+ All open files for a particular NSS volume
+ All open files by a particular connection
+ All open file handles associated with a particular file
If the user tries to perform any operation on an open file that was closed by using the management

tool, the changes might appear the next time the file is opened, depending on the application.
However, the data that was saved before the file is closed will be intact.

WARNING: Administrative closure is not the recommended way to close files. It is provided as a tool
to administrators to force close files.

1 Log in to OES Remote Manager as the r oot user.

2 Click Manage CIFS Services > Manage Open Files to display the CIFS Open File Management page.
3 The CIFS Volume lists the mounted NSS volumes.

4 You can perform the following tasks for files that are open on the selected NSS volume:

+ Status of Open Files: The List of Open Files table displays the connection number, name of
user accessing the file, and path of the file. The files are listed for the selected NSS volume.
You can also set a filter for displaying the specific file type for that volume.

+ Close Files: Select the files you want to close, then click Close. This closes the file
immediately and allows no other file operations to be performed. Ensure that you inform
the user before closing the file, to allow the user time to save the file; otherwise, the user
might lose unsaved data for the file.
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Tasks Quick Reference

The following table provides information about specific tasks you can perform using OES Remote
Manager. These references also link to more specific information in this guide.

Table 15-1 Task Quick Reference List

Tasks

Link in Navigation frame or Other
Location

For More Information

Build a group for monitoring

Use Group Operations > Configure
New Group

Building and Configuring a
Monitoring Group (page 80)

Cron job, schedule

Manage Linux > Schedule Task

“Scheduling cron Jobs to Run on
the Server” on page 70

Directory, change attributes of

View File System > View File
System Listing

Viewing Details about Directories
and Performing Actions on Them
(page 59)

Directory, edit

View File System > View File
System Listing

Viewing Details about Directories
and Performing Actions on Them
(page 59)

Directory, delete

View File System > View File
System Listing

Viewing Details about Directories
and Performing Actions on Them
(page 59)

Directory, rename

View File System > View File
System Listing

Viewing Details about Directories
and Performing Actions on Them
(page 59)

Directory, view detailed
information about

View File System > View File
System Listing

Viewing Details about Directories
and Performing Actions on Them
(page 59)

File, change attributes of

View File System > View File
System Listing

Viewing the Details of a File and
Performing Specific Actions
(page 61)

File, download

View File System > View File
System Listing

Downloading a File from the Server
to a Local Workstation (page 60)

File, edit View File System > View File Viewing the Details of a File and
System Listing Performing Specific Actions
(page 61)
File, delete View File System > View File Viewing the Details of a File and

System Listing

Performing Specific Actions
(page 61)
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Tasks

Link in Navigation frame or Other
Location

For More Information

File, rename

View File System > View File
System Listing

Viewing the Details of a File and
Performing Specific Actions
(page 61)

Files, search for text in

View File System > View File
System Listing

Searching for Text in Files (page 61)

File, upload View File System > View File Uploading a File to the Server
System Listing (page 60)
File, view View File System > View File Viewing Individual Files (page 62)

System Listing

File system, browse

View File System > View File
System Listing

Browsing File Systems and
Performing Actions on Them
(page 57)

File system, perform action on

View File System > View File
System Listing

Browsing File Systems and
Performing Actions on Them
(page 57)

Files, viewing details about

View File System > View File
System Listing

Viewing the Details of a File and
Performing Specific Actions
(page 61)

Group operations, access an
existing group

Use Group Operations > Select
Group

Accessing an Existing Group
(page 85)

Group operations, build and
configure a new monitoring group

Use Group Operations > Configure
New Group

Building and Configuring a
Monitoring Group (page 80)

Group operations, change an
existing group

Use Group Operations > Select
Group

Changing an Existing Group
(page 85)

Group operations, define or edit
Group Monitoring types

Use Group Operations > NRM
Health Types

Defining or Editing Group
Monitoring Types (page 88)

Group operations, delete an
existing group

Use Group Operations > Select
Group

Deleting an Existing Group
(page 86)

Group operations, discover items
to monitor on the network.

Use Group Operations > Configure
New Group > right-click menu >
Network Discovery

Discovering Items on the Network
to Monitor (page 89)

Group operations, generate and
view server reports

Use Group Operations > Configure
New Group > right-click menu >
Save Group

Generating and Viewing Server
Reports (page 86)

Group operations, save a hew
group

Use Group Operations > Configure
New Group > right-click menu >
Save Group

Saving a Group (page 84)

Group operations, view defined
health types

Use Group Operations > NRM
Health Types

Viewing Group Monitoring Types
(page 88)

Group operations, view monitored
items

View Monitored Items

Viewing Monitored Items
(page 87)
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Tasks

Link in Navigation frame or Other
Location

For More Information

Host, shut down

Manage Linux > Down/Reset
Options

Shutting Down and Restarting the
Host (page 66)

Host, restart

Manage Linux > Down/Reset
Options

Shutting Down and Restarting the
Host (page 66)

Interrupt information, view

Manage Hardware > Interrupt
Information

Viewing Interrupt Information
(page 74)

I/0 Memory information, view

Manage Hardware > 10 Memory
Information

Viewing I/0 Memory Information
(page 75)

10 Port information, view

Manage Hardware > 10 Port
Information

Viewing I/0 Port Information
(page 76)

Kernel modules, view

Manage Linux > Kernel Module
Listing

Viewing Kernel Modules (page 65)

Mounted devices, perform actions
on them

Home icon > Info icon

Viewing Mounted Devices and
Performing Actions on Them
(page 56)

Mounted devices, view

Home icon > Info icon

Viewing Mounted Devices and
Performing Actions on Them
(page 56)

Packages, install

Manage Linux > Package
Information

Managing Packages (page 67)

Packages, remove

Manage Linux > Package
Information

Managing Packages (page 67)

Packages, view information about

Manage Linux > Package
Information

Managing Packages (page 67)

Partition information, view

View File System > View Partition
Information

Viewing Partition Information
(page 62)

Process, kill

Manage Linux > Process
Information

Managing Processes (page 69)

Process, view information about

Manage Linux > Process
Information

Managing Processes (page 69)

Processors, view information
about

Manage Hardware > View
Processors

Viewing Processors (page 73)

OES Server health

Diagnose > Server Health Values

Diagnose > Server Health Services

Diagnosing Problems Using Nagios
(page 37)

OES Nagios

Configuration Options > Nagios
Configuration

Configuring Nagios (page 38)

OES Nagios user management

Configuration Options > Nagios
Configuration > Nagios User
Management

Managing Nagios Users (page 47)
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Tasks

Link in Navigation frame or Other
Location

For More Information

OES Nagios alert notification
system for Nagios health alerts

Configuration Options > Nagios
Configuration

Modifying the Nagios Notification
Methods for Contacts (page 50)

Server Group, monitor overall
server health

Use Group Operation > Configure
New Group or Select Group

Building and Configuring a
Monitoring Group (page 80)

SMBIOS information, view

Manage Hardware > SMBIOS
Information

Viewing SMBIOS Information
(page 77)
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16.1

16.2

Troubleshooting OES Remote Manager

This section describes known issues and workarounds for OES Remote Manager for Open Enterprise
Server.

¢ Section 16.1, “Daemon httpstkd Is Unable to Start,” on page 133

¢ Section 16.2, “Error while loading shared libraries: libldapx.s0.0,” on page 133

+ Section 16.3, “Apache 403 Warning Error Reported in Nagios on a New Installation or Upgrade
to OES 2018 or Later,” on page 134

Daemon httpstkd Is Unable to Start

The OES Remote Manager daemon ht t pst kd might be unable to start if the ports it is trying to use
are busy. This error is commonly shown by applications when the ports it uses (in this case NRM
ports 8008 and 8009) are busy and do not respond. In this situation, you can start ht t pst kd
without needing to reboot the server by modifying the ports used by OES Remote Manager in the /
et c/opt/ novel | / htt pst kd. conf file:

1 Login to the server as the r oot user.

2 Openthe/etc/opt/ novell/httpstkd. conf filein atext editor.

3 Change the default ports 8008 and 8009 to other unused ports on the following lines:

addr 0.0.0. 0: 8008
addr 0.0.0.0:8009 keyfile=/etc/opt/novell/httpstkd/ server.key
certfile=/etc/opt/novell/httpstkd/ server.pem

4 Save your changes, then close the / et ¢/ opt / novel | / ht t pst kd. conf file.

5 Open a terminal console, then start the ht t pst kd daemon by entering:

rcnovel | -httpstkd start

Error while loading shared libraries: libldapx.so.0

The following error might occur during the OES Remote Manager installation if eDirectory is not yet
available:

Starting the Novell Small Http Interface

Daenon/ opt / novel | / htt pst kd/ shin/ httpstkd: error while |oading shared
l'ibraries:

l'i bl dapx.so.0: cannot open shared object file: No such file or directory

Httpstkd tries to start after the rpm is installed. It cannot start at that time if eDirectory has yet to be
installed. When you get the I nstal | ati on Conpl et ed dialog box, the httpstkd daemon is
running.
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16.3

Apache 403 Warning Error Reported in Nagios on a
New Installation or Upgrade to OES 2018 or Later

You might see an Apache 403 Forbidden Warning error reported in Nagios after a new installation or
upgrade to OES 2018 or later.

Figure 16-1 HTTP 403 Forbidden Warning Error

Current Network Status Host Stats Totals Service Status Totals

Last Updated: Thu Au3 1 12:21:45 MOT 2013

Updated every 30 seconds l_l | | |_| | | |
Hagiosd 3.0.6 - wasLnadios.org ,1_| L] | L] | o 'Tl 1 | o | “ | “
Logaed in a3 nagio saome

Wizw History For all hosts
iew Hotihcations For All Hests [

wWizw Host Status Detail For All Hosts

Service Status Details For All Hosts

localhost Cument Load aK 08.01.201312:19:29  &d 15h 8m 48x 14 OK . load awerags: 0.26, 0.23, 0.2%
Cument Users aK 08.01.2012 12:20:07  &d 15h 8m 103 14 USERS OK . 1 users cumerty logaed in
HTTF gﬁ: WARNING 08.01.201312:20:44  &d 15h Tm 33% 4 HTTF WARNING: HTTFM .1 403 Forbidden . 5504 bybes in 0.002 second responss time
FING oK 08.01-201212:21:22  &d 15h Em 555 1M PING OK . Packstloss = 0%, RTA = 0.07 ms
Ruoot Farition oK 08.01.201312:16:53  1d 21h 1m dds 1M DISK OK . free space: /3322 ME (43% inode=E2%
S5H '5\.3:: oK 08.01-20123 121737 &d 15h 5m 405 1M S5H 0K - OpEnE=SH_E.2 iprotacal 2.00
Swap Usage oK 08-01-201312:1814 &d 15h 5m 3% 14 SWAF OK . 100% fee (1 027 ME out of 1027 ME)
Total Frocesses OK 08.01.201312:18:52 &d 15h 4m 255 14 FROCS OK: 190 pocesses with STATE = RSIDT

B Mutching Sepice Entizs Displayed

To resolve the issue, you can try the following:
1 Login to the server as the r oot user, open a terminal console, then navigate to the / et ¢/
nagi os/ obj ect s directory.

2 Inthel ocal host . cf g file, modify the check _conmmand parameters in the section, “# Define
a service to check HTTP on the local machine”:

At the command prompt, enter

define service {

use | ocal - service ; Nane of service tenplate
to use
host _nane | ocal host
servi ce_description HTTP
check _command check_http! -e "HITP/1.0

200", "' HTTP/ 1.1 200',"' HTTP/ 1.1 403 For bi dden'

notifications_enabled 0

3 Restart Nagios.
rcnagi os restart

4 After a few minutes, verify that the HTTP status for Nagios has been updated to the OK (green)
state.
4a Login asther oot user to OES Remote Manager.

4b Select Diagnose > Server Health Services, then click Nagios Service Detail.
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4c In the Nagios Authentication Required dialog box, specify your Nagios user credentials,
then click OK.

4d View the HTTP status in the Nagios main dashboard.
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Security Considerations

This section contains information that helps you know whether you can use this utility in a secure
environment and points you to information to help you set up access to your server so you can be
certain that its contents are not compromised through the use of this utility.

For additional security implementation information, see “Security” in the OES 23.4: Planning and
Implementation Guide.

The default settings for NRM on OES Linux are set so your network and information cannot be
compromised. If you change settings from the default, please be aware of the consequences of your
actions.

+ Section 17.1, “Security Features,” on page 137

+ Section 17.2, “Security Characteristics,” on page 139

+ Section 17.3, “Security Configuration,” on page 140

+ Section 17.4, “Nagios Security Configuration,” on page 142

17.1 Security Features

The following table contains the security features of NRM on OES Linux.

Table 17-1 Security Features of NRM on OES Linux

Feature Yes/ Details
No
Users are authenticated Yes Users of OES Remote Manager must provide a user name and

password credentials to log in.

Login as user r oot , a local Linux user, or as a NetlQ eDirectory
user that is Linux User Management enabled. The user sees
only those functions that the user has permissions to view or
manage.

The r oot user is authenticated locally, not through eDirectory.
This allows the r 00t user to manage server resources even if
the eDirectory services are not available. The r oot user has all
permissions necessary to manage all functions in OES Remote
Manager.

For more information, see “Accessing OES Remote Manager” on
page 20 and “Changing the HTTPSTKD Configuration” on
page 29.
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Feature Yes/
No

Details

Certificate handling by the web Yes
browser

Certificate handling requires SSL 2.0 or later, or TLS 1.0 or later,
to be enabled in your web browser. Otherwise, the browser
displays an error indicating that the page cannot be displayed.
We recommend the higher security options of SSL 3.0, or the
latest TLS if it is available.

Limited root user privileges for the Yes
Admin user

User r oot can restrict all users from logging in, so the Admin
user or Admin-equivalent user is not granted unlimited root
privileges for security reasons. If the server is LUM enabled, the
Admin user and users with rights equivalent to the Admin user
have the limited r oot user privileges that are needed to
modify only the configuration files necessary for configuring
NRM or any other files that NRM has been assigned rights to
allow modifying. The user Admin or equivalent user has access
according to the Linux and LUM file rights to all other files.

The Admin user or equivalent user needs r oot privileges to
modify the following files in order to configure and manage
NRM. The privileges are temporary and only for the task to be
performed.

/etc/opt/novel I/ httpstkd. conf
/et c/ pam d/ htt pst kd

The following file names are the names that are used as the
description for a specified task:

letc/cron.d/[task file name]

The following files may be the actual file or a symbolic link to
the YAST or eDirectory certificates:

/ etc/opt/novel |/ httpstkd/server. pem
/ etc/opt/novel |/ httpstkd/server. key

The following files are already modifiable by the Admin user:

The first category has names that are whatever the user names
the group that they create.

[ opt/ novel I / nr m NRM& oups/ [ nr m group nanes]
/ etc/opt/ novel | / nrmhconfi g. conf
/etc/opt/novel l/nrnsvchlthcfg. conf

Servers, devices, and services are  Yes
authenticated

When gathering information with group operations, OES
Remote Manager authenticates to other servers.
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Feature Yes/ Details

No
Access to information is controlled Yes Access to information is restricted to valid users who have
rights to access the server through eDirectory or access rights
to the local file system.
The port for accessing the login dialog box must be open
through a firewall if you want the server to be accessible
outside the firewall. You can restrict access to specific
workstations or a range of IP addresses.
For more information, see “Accessing OES Remote Manager” on
page 20 and “Changing the HTTPSTKD Configuration” on
page 29.
Roles are used to control access No OES Remote Manager does not have role-based management.
Logging and security auditing is Yes
done
Data on the wire are encrypted by Yes The following data are encrypted on the wire:
default
¢ Administration via browser Ul
+ When logging in the administration is switching to the
HTTPS protocol.
Data is stored encrypted No
Passwords, keys, and any other Yes
authentication materials are stored
encrypted
Security is on by default Yes

17.2 Security Characteristics

OES Remote Manager communicates using port 8008 and 8009. Port 8008 access the Login page,
then all other communications take place through secure HTTP ports 8009. These default settings
can be changed using options in the / et ¢/ opt/ novel | / ht t pst kd. conf file.

The HTTPS communication uses SSL encryption. It uses the server certificate by default; however,
you can reconfigure this setting if desired.

You can set the SSL key cipher strength by setting the ci pher strengt h commandinthe/etc/
opt/ novel I / htt pst kd. conf file. We recommend that you set the cipher strength to high, which
allows only 112-bit or greater encryption. By default it is set ALL, which allows any cipher strength.
For information, see Section A.8, “SSL Key Cipher Strength Command,” on page 151.

By default, OES Remote manager sets an HttpOnly cookie attribute that specifies that the cookie is
not accessible through a script. This helps mitigate the risk of cross-site scripting. For information,
see Section A.4, “HttpOnly Command,” on page 147.
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The Admin user and users with rights equivalent to user Admin have limited r oot user privileges
that are needed to modify only the configuration files necessary for configuring NRM or any other
files that NRM has been assigned rights to allow modifying. For a list of these files, see Section 17.1,
“Security Features,” on page 137. The user Admin or equivalent user has access according to the
Linux and LUM file rights to all other files.

17.3 Security Configuration

The following table provides a summary of the options you can change to allow or limit access to the
server through OES Remote Manager.

Table 17-2 Options for Changing or Limiting Access to a Server Through OES Remote Manager

Issue/Feature Recommendation For More Information

SSL key cipher strength High (112-bit or greater encryption) Section A.8, “SSL Key Cipher

o ) Strength Command,” on page 151
The default setting is ALL, which allows

any encryption level.

Let the r oot user access This is the default setting. The root useris “Accessing OES Remote Manager”
OES Remote Manager with  the only user with full management rights on page 20.
full management rights. in OES Remote Manager.

By default, only the root user and LUM-
enabled eDirectory users can log in to
OES Remote Manager. Non-LUM-enabled
eDirectory users cannot access the server
through OES Remote Manager.

We recommend that the r oot user be
the only local user created on the system.
However, if local users log in to OES
Remote Manager, their access is limited
to viewing the file systems that they have
the local rights to see. The management
features are not available to non-r oot

local users.
Let all LUM-enabled All non-local user access is controlled by  “Accessing OES Remote Manager”
eDirectory users access file  eDirectory and LUM. LUM-enabled on page 20.
system information in OES  eDirectory users can log in and view the
Remote Manager. file systems that they have the eDirectory

rights and file system rights to see. These
users (including Admin users and Admin-
equivalent users) do not have
management rights in OES Remote
Manager.

Deny access to all non-LUM- The eDirectory users that are not LUM
enabled eDirectory users. enabled cannot access the server through
OES Remote Manager.
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Issue/Feature

Recommendation

For More Information

Deny access to all LUM-
enabled eDirectory users,
including the Admin user

and Admin-equivalent users.

Set the nol umoption in the / et ¢/ opt /
novel | / htt pst kd. conf file and edit
the/ et ¢/ pam d/ ht t pst kd file.

Remove these lines:

auth sufficient pamnam so
account sufficient pamnam so
password sufficient pamnam so
session optional pam nam so

When the nol umoption is set, no LUM-
enabled eDirectory user can access the
server via OES Remote Manager,
including the Admin user and Admin-
equivalent user. By default, non-LUM-
enabled eDirectory users continue to be
denied access. Only the r oot user has
full management access to OES Remote
Manager.

+ “Changing the HTTPSTKD

Configuration” on page 29.

“Accessing and Editing the
HTTPSTKD Configuration File”
on page 31.

Restrict access for all LUM-
enabled eDirectory users,
except the Admin user and
users with rights equivalent
to Admin.

Deny access to all non-LUM-
enabled eDirectory users.

Set the super vi sor onl y option in the
/etc/opt/novel |/ httpstkd. conf
file.

When the super vi sor onl y option is
set, the Admin user and Admin-
equivalent users are the only LUM-
enabled eDirectory users that can log in
to OES Remote Manager. They can view
the file systems that they have the
eDirectory rights and file system rights to
see. By default, non-LUM-enabled
eDirectory users continue to be denied
access. Only the r oot user has full
management access to OES Remote
Manager.

“Changing the HTTPSTKD
Configuration” on page 29.

“Accessing and Editing the
HTTPSTKD Configuration File”
on page 31.

Restrict access to specific
workstations or a range of IP
address

Setthefilteraddr and
filtersubnet optionsinthe/etc/
opt/ novel | / htt pst kd. conf file.

“Changing the HTTPSTKD
Configuration” on page 29.

“Accessing and Editing the
HTTPSTKD Configuration File”
on page 31.

Remove access to the utility
for all users

Stop the HTTPSTKD daemon.

“Starting or Stopping HTTPSTKD”
on page 21.
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17.4 Nagios Security Configuration

By default, Nagios defines a default user nagiosadmin with no password and a default contact
nagiosadmin. Before you can log in to the Nagios website, you must set a password for the Nagios
user nagi osadmi n. For information about configuring a password and setting up contact
information for the Nagios user nagi osadmi n, see Section 7.2.1, “Configuring Nagios
Authenticated Users and Contacts,” on page 38.
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HTTPSTKD Configuration File Options

To control the behavior of OES Remote Manager on Linux, you can specify the options listed in the
HTTPSTKD configuration file in/ et ¢/ opt / novel | / htt pst kd. conf . This information is in the
default configuration file when installing a new server. If you modify the settings, you can view the
default file settings in the / et ¢/ opt / novel | / htt pst kd. conf . or g file.

If you are upgrading your server, you might need to update or add the information and settings
noted if you want the applicable functionality.

To edit the / et ¢/ opt/ novel | / htt pst kd. conf file in OES Remote Manager:
1 Login to OES Remote Manager as the r oot user of the target server.

2 Click the [‘3 Configure icon in the header frame.

3 On the OES Remote Manager Configuration Options page, click HTTP Interface Management >
Edit httpstkd config file.

4 Modify the settings.
5 To keep the changes, click Save Changes.

The main content frame opens to the Directory Listing for the / et ¢/ opt / novel | folder. You
can verify the date and time on the file.

6 Restart the httpstkd daemon to apply the changes.
6a Click the ['3 Configure icon to return to the Configuration Options page.
6b Under Daemon Restart, click Restart httpstkd.

The following options are available for controlling the behavior of OES Remote Manager on Linux:

+ Section A.1, “Address and Port Commands,” on page 143
+ Section A.2, “Disable Auto LUM Command,” on page 144
+ Section A.3, “Filtering Commands,” on page 146

¢ Section A.4, “HttpOnly Command,” on page 147

*

Section A.5, “InventoryResolveNonLumOwnerName Command,” on page 148

*

Section A.6, “Language Commands,” on page 148

*

Section A.7, “Load Command,” on page 150

*

Section A.8, “SSL Key Cipher Strength Command,” on page 151

*

Section A.9, “Supervisor Only Command,” on page 151

A.1 Address and Port Commands

Purpose

Specifies each address and port that HTTPSTKD opens and listens on.
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Optionally, you can enable SSL on the port using the keyfi |l eand certfi | e parameters. SSL
encrypts the login, so that passwords are not sent over the Internet in plain text.

Syntax

addr ip_address: port_nunber

addr ip_address:port_nunber keyfile:key file path/keyfile name. key
certfile:certificate_file_path/cerfile_nane. pem

Option Use
IP_address One of the following:
+ 0.0.0.0

* The assigned static IP address of the node

A DNS name is not allowed.

port One of the following for public or secure:

+ 8008 is the default public port
+ 8009 is the default secure port

¢ any port not in use on the server

If you are accessing OES Remote Manager outside a firewall, these ports must be
open.

keyfile=<keyfile_path/ A . key file is the private key used to encrypt SSL-enabled requests. The key
keyfile_name.key> corresponds to the public key in the certificate.

[etc/opt/novel I/ httpstkd/ server. key is the default path and file
name on a new server installation.

certfile=<certificate_path A . pem file is a base64 ASCIl encoded SSL certificate and its public key.

/certfile_name.pem>
[ etc/opt/novel |/ httpstkd/ server. pemisthe default path and file

name on a new server installation.

Examples

addr 0.0.0. 0: 8008
addr 0.0.0.0:8009 keyfile=/etc/opt/novell/httpstkd/ server.key certfile=/
et c/opt/novel | / htt pst kd/ server. pem

A.2 Disable Auto LUM Command

Purpose

Only the r oot user has full management rights in OES Remote Manager. The root user is a local
superuser, and is not an eDirectory user. This allows the server to be managed even if the eDirectory
authentication service is down.
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Auto LUM lets eDirectory users that are enabled with Linux User Management (LUM) log in to OES
Remote Manager by using their eDirectory user names and passwords. For example, you can log in
as user Admin or as a user with rights equivalent to Admin rather than logging in as user r oot .
When LUM-enabled eDirectory users access OES Remote Manager, they are allowed to view only the
file systems that they have the eDirectory rights and file system rights to see.

NOTE: You can use the super vi sor onl y option to restrict access for LUM-enabled eDirectory
users to only the Admin user and users with rights equivalent to the Admin user.

By default, the eDirectory users that are not LUM-enabled cannot access the server with OES
Remote Manager. They can view their files via NCP or CIFS.

We recommend against creating local users other than the r oot user. However, if non-r oot local
users access OES Remote Manager, they must log in using the user name and password created on
the local system. Only limited functionality is available.They can view only those file systems that
they have the local access rights to see. The nol umoption does not prevent the local-only users
from logging in to OES Remote Manager.

Use the nol umcommand to deny access to all LUM-enabled eDirectory users. By default, non-LUM-
enabled eDirectory users continue to be denied access. Only the r oot user has full management
access to OES Remote Manager.

Syntax

nol um

Option Use

no setting This is the default setting.

To perform all management functions, users must be logged in as user r 0ot .

To view file system information, LUM-enabled eDirectory users can log in with
their eDirectory user name and password. Non-LUM-enabled eDirectory users
are denied access.

To view local file system information only, non-root local users can log in with
their locally created user names and passwords. We recommend against creating
non-root local users.

When the nol umcommand is not specified, HTTPSTKD checks its PAM
configuration file at load time and adds the LUM configuration to it if LUM is
installed but not already in its configuration.
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Option Use

nolum To perform all management functions, users must be logged in as user r 00t .

LUM-enabled eDirectory users are denied access. Non-LUM-enabled eDirectory
users are denied access.

To view local file system information only, non-root local users can log in with
their locally created user names and passwords. We recommend against creating
non-r oot local users.

IMPORTANT: Setting this option does not disable LUM if it is already part of
HTTPSTKD configuration.

You can remove the auto LUM functionality by manually by editing / et ¢/
pam d/ ht t pst kd and removing these lines:

auth sufficient /1lib/security/pamnam so
account sufficient /lib/security/pamnam so
password sufficient /lib/security/pamnam so
session optional /lib/security/pamnam so

Restart the HTTPSTKD daemon to make the changes effective.

Example

nol um

Filtering Commands

Purpose

Blocks access to OES Remote Manager from all addresses except those specified by these
filteraddr andfiltersubnet commands.

Syntax

filteraddr |P_address
filtersubnet |P_address subnet_mask

Command Use

not specified Allows access from any address. This is the default setting.
filteraddr Allows access from specific addresses only.

filtersubnet Allows access from any address on the specified network or subnet.
Examples

The following command allows access only from address 192.168.20.1:
filteraddr 192.168.20.1

The following command allows access from only addresses 192.56.56.0 through 192.56.59.255:
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filteraddr 192.56.56.0 255.255.252.0

HttpOnly Command

Purpose

OES Remote manager sets an HttpOnly cookie attribute that specifies that the cookie is not
accessible through a script. This helps mitigate the risk of cross-site scripting.

Syntax

If the HttpOnly flag is included in the HTTP response header, the cookie cannot be accessed through

a client side script.
If you modify the setting, you must restart OES Remote Manager.

HtpOnly <true|fal se>

Option Use

true Include HttpOnly as an attribute in the response header.

This is the default setting.

false Do not include HttpOnly in the response header.

To disable the HttpOnly attribute:

1 Loginto the server as the r oot user, then open a terminal console.

2 Stop the ht t pst kd daemon by entering
rcnovel | - httpstkd stop

3 Openthe/etc/opt/ novel I/ httpstkd. conf filein atext editor.
4 Review the potential security concerns for changing HttpOnly to false.

5 Change the setting from
HtpOnly true
to
HtpOnly fal se

6 Save the file and exit the text editor.

7 Start the httpstkd daemon by entering

rcnovel | -httpstkd start

Examples

HtpOnly true
HtpOnly false
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A.5

A.6

InventoryResolveNonLumOwnerName Command

Purpose

The | nvent or yResol veNonLunOaner Nane command is used when you perform an inventory of
NSS volumes and the file owner UID is set to the Nobody user. The Nobody user is reported when a
file is owned by a NetlQ eDirectory user that is not enabled with Linux User Management (LUM).

Syntax
If you modify the setting, you must restart OES Remote Manager.

I nvent or yResol veNonLumOaner Nanme <f al se| true>

Option Use

false The inventory does not resolve the user IDs of non-LUM-enabled file owners. The
owner is reported as the Nobody user.

This is the default setting. This provides faster performance for an inventory of files
on an NSS volume when eDirectory users are not LUM enabled.

true The inventory tries to resolve the user IDs of non-LUM-enabled file owners by
using NSS APIs. This can result in a major performance impact for the inventory.
The more non-LUM-enabled file owners the inventory encounters, the longer it
takes to complete the inventory.

Examples

The following example does not resolve the user IDs of file owners that are not LUM enabled. This is
the default setting. The non-LUM-enabled owners are reported as the Nobody user.

I nvent or yResol veNonLumOwner Nane f al se

The following example resolves the user IDs of file owners that are not LUM enabled to the user
name. The more non-LUM-enabled owners encountered, the longer the inventory can take.

| nvent or yResol veNonLunOaner Nane true

Language Commands

Purpose

Sets up a mapping of HTTP Accept-Language header tags for Linux locales. These locales determine
the languages in which the browser can view content through the OES Remote Manager utility.

To see a list of possible locales on your Linux server, enter the following at a shell prompt:

| ocale -a

Syntax

| ang HTTP_| anguage_string |l ocale_string
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Command

Use

lang

Use the following settings:

¢ English: en en_US.UTF8

+ US English: en-us en_US.UTF8

¢ Chinese Simplified: zh-cn zh_CN.UTF8
¢ Chinese Traditional: zh-tw zh_TW.UTF8
¢ Czech: cscs_CZ.UTF8

¢ French: fr fr_FR.UTF

¢ German: de de_DE.UTF8

¢ Hungarian: hu hu_HU.UTF8

¢ [talian: itit_IT.UTF8

* Japanese: jaja_JP.UTF8

+ Polish: pl pl_PL.UTF8

+ Portuguese-Brazil: pt pt_BR.UTF8

* Russian: ru ru_RU.UTF8

¢ Spanish: es es_ES.UTF8

+ Slovak: sk sk_SK.UTF8

These are the default settings for this release.

In this release, OES Remote Manager supports English, Chinese Simplified,
Chinese Traditional, Czech, French, German, Hungarian, Italian, Japanese, Polish,
Portuguese-Brazil, Russian, Spanish, and Slovak.
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Example
The following commands set the browser languages for English, French, Japanese, and Portuguese:

| ang en en_US. UTF8
| ang en-us en_US. UTF8
lang zh-cn zh_CN UTF8
lang zh-tw zh_TW UTF8

l ang cs cs_Cz. UTF8
lang cs-cz c¢s_CZ UTF8
lang fr fr_FR UTF8
lang fr-fr fr_FR UTF8
| ang de de_DE. UTF8
| ang de-de de_DE. UTF8
 ang hu hu_HU. UTF8
l ang hu-hu hu_HU. UTF8
lang it it IT.UTF8
lang it-it it _IT. UTF8
lang ja ja_JP. UTF8
lang ja-jp ja_JP.UTF8
l ang pl pl _PL. UTF8
lang pl-pl pl_PL. UTF8
l ang pt pt _BR UTF8
lang pt-BR pt_BR UTF8
lang ru ru_RU. UTF8
lang ru-ru ru_RU UTF8
| ang es es_ES. UTF8
| ang es-es es_ES. UTF8
| ang sk sk_SK. UTF8

| ang sk-sk sk _SK UTF8

More Information

If you are upgrading this server and you want to use this option, you need to add these parameters
tothe/etc/opt/novel | / htt pstkd. conf file for this server.

A.7 Load Command

Purpose

Loads plug-in files used by OES Remote Manager.

Syntax

| oad plug-in_file_path/name

Option Use
plug-in_file_path [ opt/ novel I /1ib/ isthe default path for OES Remote Manager plug-in files.
plug-in_file_name | i bnrm so is a default plug-in for OES Remote Manager.
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A.8

A.9

Examples

| oad nrm so

| oad /opt/novell/lib/libnrmso

SSL Key Cipher Strength Command

Purpose

The Cipher command sets the bit strength for the SSL key that is required to access OES Remote
Manager. If you modify the setting, you must restart NRM.

Syntax

ci pher strength

Option Use

all Allows any negotiated encryption level. This is the default setting.
low Allows less than 56-bit encryption.

medium Allows 56-bit up to 112-bit encryption.

high Allows 112-bit or greater encryption

Example

The following example allows access to OES Remote Manager only with encryption that is 112-bit or
greater:

ci pher high

You must restart OES Remote Manager to apply the change.

Supervisor Only Command

Purpose

Disables access to the server through OES Remote Manager for all users except r oot . If Linux User
Management is enabled for OES Remote Manager, eDirectory user Admin and eDirectory users with
rights equivalent to user Admin also have access to the server through OES Remote Manager and
can perform the same tasks as user r oot .

Syntax

supervi soronly
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Option Use

no setting This is the default setting.

Local users and all LUM-enabled eDirectory users can log in to OES Remote
Manager.

The non-root and non-admin users have limited access to the server through OES
Remote Manager. They can access only the server’s file systems that they have
rights to and can perform very limited tasks such as file upload and text search.

supervisoronly Lets only user r oot and eDirectory user Admin and users with rights equivalent
to Admin have access to the server through OES Remote Manager. LUM must be
set for eDirectory user access.

Example

supervi soronly

More Information

If you are upgrading this server and you want to use this option, you need to add these parameters
tothe/etc/opt/novel | / httpstkd. conf file for this server.
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OES Remote Manager Packages

Table B-1 lists the packages that are installed when the OES Remote Manager (NRM) pattern is
installed on an Open Enterprise Server (OES) server.

Table B-1 Packages Contained in the OES Remote Manager Pattern

Package (RPM)

Description

novel | -1 um provi ders

A set of CIM providers to facilitate the management of Linux
User Management, which is a plug-in to PAM.

novel | -nrm

OES Remote Manager, web-based Linux machine
management, and control interface. It contains all the
binaries and necessary components for OES Remote
Manager.

Table B-2 lists the plug-in software that adds functionality to NRM when the related OES Services

pattern is installed:

Table B-2 Packages for Program Plug-Ins to NRM

RPM

Description

novel | -ncpserv-nrm

NRM plug-in for the NCP Server and Dynamic Storage
Technology

novel |l -cifs-nrm

NRM plug-in for CIFS Services

Table B-3 lists the software that NRM depends on to report server and services health information in

OES:

Table B-3 Open Source Packages Used for Server and Services Health Monitoring in OES

RPM

Description

nmoni t ori ng- pl ugi ns- nagi os

Checks the status of the Nagios process on the local
machine. It also ensures the Nagios status log is no
older than the number of minutes specified by the
expires option.

m cr of ocus- nagi os

Core programs for the Nagios Network Monitor

m cr of ocus- nagi os- ww dch

The HTML files that do not "call home" and also allow
to run the web interface without PHP support

m cr of ocus- nagi 0s- www

The HTML and CGl files for the Nagios web interface
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