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About This Guide

This guide describes how to install, configure, and manage Business Continuity Clustering 2.6 for
Open Enterprise Server (OES) 23.4 servers in combination with Novell Cluster Services.

*
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Audience

This guide is intended for anyone involved in installing, configuring, and managing Novell Cluster
Services for Linux in combination with Business Continuity Clustering.

The Security Considerations section provides information of interest for security administrators or
anyone who is responsible for the security of the system.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the comrent on t hi s topi c feature at the bottom of each
page of the online documentation and enter your comments there.
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Documentation Updates

The latest version of this Business Continuity Clustering 2.6 Administration Guide for OES 23.4 is
available under “BCC for OES 23.4” on the Business Continuity Clustering Documentation Web site
(https://www.microfocus.com/documentation/open-enterprise-server/2023/
bcc26_o0es2023_admin_Ix/).

Additional Documentation

For information about Open Enterprise Server 23.4, see the OES 23.4 (https://www.microfocus.com/
documentation/open-enterprise-server/23.4/) documentation Web site on Microfocus.com.

For information about Novell Cluster Services, see the OES 23.4: OES Cluster Services for Linux
Administration Guide.

For information about eDirectory 9.2.8, see the eDirectory 9.2.8 (https://www.netigq.com/
documentation/edirectory-92/) documentation Web site on NetlQ.com.

For information about iManager 3.2.6, see the iManager 3.2.6 (https://www.netig.com/
documentation/imanager-32/) documentation Web site on NetlQ.com.

For information about Identity Manager 4.8.7, see the Identity Manager 4.8 (https://
www.netig.com/documentation/identity-manager-48/) documentation Web site on NetlQ.com.
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1.1

Overview of Business Continuity Clustering

As corporations become more international, fueled in part by the reach of the Internet, the
requirement for service availability has increased. Business Continuity Clustering (BCC) offers
corporations the ability to maintain mission-critical (24x7x365) data and application services to their
users while still being able to perform maintenance and upgrades on their systems.

In the past few years, natural disasters (ice storms, earthquakes, hurricanes, tornadoes, and fires)
have caused unplanned outages of entire data centers. In addition, U.S. federal agencies have
realized the disastrous effects that terrorist attacks could have on the U.S. economy when
corporations lose their data and the ability to perform critical business practices. This has resulted in
initial recommendations for corporations to build mirrored or replicated data centers that are
geographically separated by 300 kilometers (km) or more. (The minimum acceptable distance is 200
km.)

Many companies have built and deployed geographically mirrored data centers. The challenge is
that setting up and maintaining the multiple centers is a manual process that takes a great deal of
planning and synchronizing. Even configuration changes must be carefully planned and replicated.
Make one mistake and the redundant site is no longer able to effectively take over in the event of a
disaster.

Business Continuity Clustering can improve your disaster recovery solution by providing specialized
software that manages site-to-site failover of critical workgroup and networking services. BCC works
with Open Enterprise Server and Novell Cluster Services to automate cluster configuration,
maintenance, and synchronization across two to four geographically separate sites. Services can
easily fail over to another cluster in a completely different geographic location. This helps to
eliminate downtime, ensure critical services are available, mitigate compliance risk, and minimize
the possibility of human error.

This section identifies the implications for disaster recovery, provides an overview of some of the
network implementations today that attempt to address disaster recovery, and describes the
benefits of using BCC for disaster recovery of your critical workgroup and networking services.

+ Section 1.1, “Disaster Recovery Implications,” on page 11

*

Section 1.2, “Disaster Recovery Implementations,” on page 12

*

Section 1.3, “Business Continuity Clustering,” on page 19

*

Section 1.4, “BCC Deployment Scenarios,” on page 20

*

Section 1.5, “Key Concepts,” on page 22

Disaster Recovery Implications

The implications of disaster recovery are directly tied to your data. Is your data mission critical? In
many instances, critical systems and data drive the business. If these services stop, the business
stops. When calculating the cost of downtime, considerations include the following:

+ File transfers and file storage

Overview of Business Continuity Clustering 11
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1.2

1.2.1

*

E-mail, calendaring, and collaboration
Web hosting

*

*

Critical databases

+ Productivity

+ Reputation
Continuous availability of critical business systems is no longer a luxury; it is a competitive business
requirement.The Gartner Group estimates that 40% of enterprises that experience a disaster will go

out of business in five years, and only 15% of enterprises have a full-fledged business continuity plan
that goes beyond core technology and infrastructure.

The cost to the business for each one hour of service outage includes the following:

+ Income loss measured as the income-generating ability of the service, data, or impacted group

*

Productivity loss measured as the hourly cost of impacted employees

+ Recovery cost measured as the hourly cost of IT personnel to get services back online

*

Future lost revenue because of customer and partner perception

Disaster Recovery Implementations

Stretch clusters and cluster-of-clusters are two approaches for making shared resources available
across geographically distributed sites so that a second site can be called into action after one site
fails. To use these approaches, you must first understand how the applications you use and the
storage subsystems in your network deployment can determine whether a stretch cluster or cluster
of clusters solution is possible for your environment.

¢ Section 1.2.1, “Host-Based versus Storage-Based Data Mirroring,” on page 12

+ Section 1.2.2, “Stretch Clusters versus Cluster of Clusters,” on page 14

Host-Based versus Storage-Based Data Mirroring

For clustering implementations that are deployed in data centers in different geographic locations,
the data must be replicated between the storage subsystems at each data center. Data-block
replication can be done by host-based mirroring for synchronous replication over short distances up
to 10 km. Typically, replication of data blocks between storage systems in the data centers is
performed by storage hardware that allows synchronous mirrors over a greater distance.

For stretch clusters, host-based mirroring is required to provide synchronous mirroring of the SBD
(split-brain detector) partition between sites. This means that stretch-cluster solutions are limited to
distances of 10 km.

Overview of Business Continuity Clustering



Table 1-1 compares the benefits and limitations of host-based and storage-based mirroring.

Table 1-1 Comparison of Host-Based and Storage-Based Data Mirroring

Capability

Host-Based Mirroring

Storage-Based Mirroring

Geographic distance between sites

Up to 10 km

Can be up to and over 300 km. The
actual distance is limited only by
the storage hardware and media
interconnects for your
deployment.

Mirroring the SBD partition

An SBD can be mirrored between

Yes, if mirroring is supported by the
storage hardware and media
interconnects for your
deployment.

Synchronous data-block replication
of data between sites

Yes, requires a Fibre Channel SAN
or iSCSI SAN.

Failover support

No additional configuration of the
hardware is required.

Requires additional configuration
of the storage hardware.

Failure of the site interconnect

LUNs can become primary at both
locations (split brain problem).

Clusters continue to function
independently. Minimizes the
chance of LUNs at both locations
becoming primary (split brain
problem).

SMI-S compliance

(The SMI-S specification was
created by the Storage Networking
Industry Association (SNIA) to
provide a unified interface for
multiple storage vendors within a
network. With the introduction of
SMI-S support, FlashArray
administrators can manage the
array from an SMI-S client over
HTTPS.)

If the storage subsystems are not
SMI-S compliant, the storage
subsystems must be controllable
by scripts running on the nodes of

If the storage subsystems are not
SMI-S compliant, the storage
subsystems must be controllable
by scripts running on the nodes of
the cluster.

Overview of Business Continuity Clustering
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1.2.2

Stretch Clusters versus Cluster of Clusters

A stretch cluster and a cluster of clusters are two clustering implementations that you can use with
Novell Cluster Services to achieve your desired level of disaster recovery. This section describes each
deployment type, then compares the capabilities of each.

Business Continuity Clustering automates some of the configuration and processes used in a cluster
of clusters. For information, see Section 1.3, “Business Continuity Clustering,” on page 19.

+ “Stretch Clusters” on page 14
¢ “Cluster of Clusters” on page 15
+ “Comparison of Stretch Clusters and Cluster of Clusters” on page 16

+ “Evaluating Disaster Recovery Implementations for Clusters” on page 19

Stretch Clusters

A stretch cluster consists of a single cluster where the nodes are located in two geographically
separate data centers. All nodes in the cluster must be in the same eDirectory tree, which requires
the eDirectory replica ring to span data centers. The IP addresses for nodes and cluster resources in
the cluster must share a common IP subnet.

At least one storage system must reside in each data center. The data is replicated between locations
by using host-based mirroring or storage-based mirroring. For information about using mirroring
solutions for data replication, see Section 1.2.1, “Host-Based versus Storage-Based Data Mirroring,”
on page 12. Link latency can occur between nodes at different sites, so the heartbeat tolerance
between nodes of the cluster must be increased to allow for the delay.

The split-brain detector (SBD) is mirrored between the sites. Failure of the site interconnect can
result in LUNs becoming primary at both locations (split brain problem) if host-based mirroring is
used.

Overview of Business Continuity Clustering



In the stretch-cluster architecture shown in Figure 1-1, the data is mirrored between two data
centers that are geographically separated. The server nodes in both data centers are part of one
cluster, so that if a disaster occurs in one data center, the nodes in the other data center
automatically take over.

Figure 1-1 Stretch Cluster

8-node cluster stretched
between two sites

Cluster

[ r_J H ] Heartbeat

Server Server Server Server

1A 2A 3A 4A
Cluster A

Fibre Channel } r Fibre Channel

Switch Sy Dick blocks %T/ Switch

o

Fibre Channel
Disk Array

w

Fibre Channel
Disk Array

Lﬁﬁ}JWlHF}J

Cluster of Clusters

A cluster of clusters consists of multiple clusters in which each cluster is located in a geographically
separate data center. Each cluster should be in different Organizational Unit (OU) containers in the
same eDirectory tree. Each cluster can be in a different IP subnet.

A cluster of clusters provides the ability to fail over selected cluster resources or all cluster resources
from one cluster to another cluster. For example, the cluster resources in one cluster can fail over to
separate clusters by using a multiple-site fan-out failover approach. A given service can be provided
by multiple clusters. Resource configurations are replicated to each peer cluster and synchronized
manually. Failover between clusters requires manual management of the storage systems and the
cluster.
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Nodes in each cluster access only the storage systems co-located in the same data center. Typically,
data is replicated by using storage-based mirroring. Each cluster has its own SBD partition. The SBD
partition is not mirrored across the sites, which minimizes the chance for a split-brain problem
occurring when using host-based mirroring. For information about using mirroring solutions for data
replication, see Section 1.2.1, “Host-Based versus Storage-Based Data Mirroring,” on page 12.

In the cluster-of-clusters architecture shown in Figure 1-2, the data is synchronized by the SAN
hardware between two data centers that are geographically separated. If a disaster occurs in one
data center, the cluster in the other data center takes over.

Figure 1-2 Cluster of Clusters with Storage-Based Data Mirroring
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Comparison of Stretch Clusters and Cluster of Clusters

Table 1-2 compares the capabilities of a stretch cluster and a cluster of clusters.

Table 1-2 Comparison of Stretch Cluster and Cluster of Clusters

Capability Stretch Cluster Cluster of Clusters
Number of clusters One Two to four
Number of geographically Four Two to four

separated data centers
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Capability

Stretch Cluster

Cluster of Clusters

eDirectory trees

Single tree; requires the replica
ring for the cluster to span data
centers.

Single tree

eDirectory Organizational Units
(OUs)

Single OU container for all nodes.

As a best practice, place the cluster
container in an OU separate from
the rest of the tree.

Each cluster should be in a
different OU. Each clusterisin a
single OU container.

As a best practice, place each
cluster container in an OU separate
from the rest of the tree.

IP subnet

IP addresses for nodes and cluster
resources must be in a single IP
subnet.

Because the subnet spans multiple
locations, you must ensure that
your switches handle gratuitous
ARP (Address Resolution Protocol).

IP addresses in a given cluster are
in a single IP subnet. Each cluster
can use the same or different IP
subnet.

If you use the same subnet for all
clusters in the cluster of clusters,
you must ensure that your
switches handle gratuitous ARP.

SBD partition

A single SBD is mirrored between
four sites by using host-based
mirroring, which limits the
distance between data centers to
10 km.

Each cluster has its own SBD.

Each cluster can have an on-site
mirror of its SBD for high
availability.

Failure of the site interconnect if
using host-based mirroring

LUNs might become primary at
both locations (split brain
problem).

Clusters continue to function
independently.

Storage subsystem

Each cluster accesses only the
storage subsystem on its own site.

Each cluster accesses only the
storage subsystem on its own site.

Data-block replication between
sites

For information about data
replication solutions, see

Section 1.2.1, “Host-Based versus
Storage-Based Data Mirroring,” on
page 12.

Yes; typically uses storage-based
mirroring, but host-based
mirroring is possible for distances
up to 10 km.

Yes; typically uses storage-based
mirroring, but host-based
mirroring is possible for distances
up to 10 km.

Cluster resource failover

Automatic failover to assigned
nodes at the other site.

Automatic failover to preferred
nodes on one or multiple clusters
(multiple-site fan-out failover).

Failover requires additional
configuration.

Cluster resource configurations

Configured for a single cluster.

Configured for the primary cluster
that hosts the resource, then the
configuration is manually
replicated to the peer clusters.

Overview of Business Continuity Clustering
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Capability

Stretch Cluster

Cluster of Clusters

Cluster resource configuration
synchronization

Controlled by the master node.

Manual process that can be
tedious and error-prone.

Failover of cluster resources
between clusters

Not applicable.

Manual management of the
storage systems and the cluster
resources.

Link latency between sites

Can cause false failovers.

The cluster heartbeat tolerance
between master and slave must be
increased to as high as 12 seconds.
Monitor cluster heartbeat
statistics, then tune down as
needed.

Each cluster functions
independently in its own
geographical site.

Advantages

+ It automatically fails over the
cluster resource with default
configuration if the current
node gets lost.

+ |tis easier to manage than
separate clusters.

* Cluster resources can fail over
to nodes in any site.

+ eDirectory partitions don’t
need to span within the
cluster.

¢ Each cluster can be in
different OUs in the same
eDirectory tree.

+ |P addresses for each cluster
can be on different IP
subnets.

* Cluster resources can fail over
to separate clusters (multiple-
site fan-out failover support).

* Each cluster has its own SBD.

Each cluster can have an on-
site mirror of its SBD for high
availability.

Disadvantages

¢ The eDirectory partition for
the cluster must span the
sites.

¢ Failure of site interconnect
can result in LUNs becoming
primary at both locations
(split brain problem) if host-
based mirroring is used.

* An SBD partition must be
mirrored between sites.

¢ It accommodates only two
sites.

All IP addresses must reside in
the same subnet.

+ Resource configurations must
be manually synchronized.

* Storage-based mirroring
requires additional
configuration steps.
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Capability Stretch Cluster Cluster of Clusters

Other Considerations * Host-based mirroring is + Depending on the platform
required to mirror the SBD used, storage arrays must be
partition between sites. controllable by scripts that

run on OES if the storage
systems are not SMI-S
compliant.

¢ The cluster heartbeat
tolerance between master
and slave must be increased
to accommodate link latency
between sites.

You can set this as high as 30
seconds, monitor cluster
heartbeat statistics, and then
tune down as needed.

+ Because all IP addresses in
the cluster must be on the
same subnet, you must
ensure that your switches
handle ARP.

Contact your switch vendor
or consult your switch
documentation for more
information.

Evaluating Disaster Recovery Implementations for Clusters

Table 1-2 on page 16 examines why a cluster of cluster solution is less problematic to deploy than a
stretch cluster solution. It identifies the advantages, disadvantages, and other considerations for
each. Manual configuration is not a problem when using Business Continuity Clustering for your
cluster of clusters.

Business Continuity Clustering

A Business Continuity Clustering cluster is an automated cluster of Novell Cluster Services clusters. It
is similar to what is described in “Cluster of Clusters” on page 15, except that the cluster
configuration, maintenance, and synchronization have been automated by adding specialized
software.

BCC supports up to four peer clusters. The sites are geographically separated mirrored data centers,
with a high availability cluster located at each site. Configuration is automatically synchronized
between the sites. Data is replicated between sites. All cluster nodes and their cluster resources are
monitored at each site. If one site goes down, business continues through the mirrored sites.

The business continuity cluster configuration information is stored in eDirectory. eDirectory schema
extensions provide the additional attributes required to maintain the configuration and status
information of BCC-enabled cluster resources. This includes information about the peer clusters, the
cluster resources and their states, and storage control commands.

Overview of Business Continuity Clustering 19
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1.4

14.1

BCC is an integrated set of tools to automate the setup and maintenance of a business continuity
infrastructure. Unlike competitive solutions that attempt to build stretch clusters, the BCC solution
uses a cluster of clusters. Each geographically separate site hosts an independent cluster that is
treated as a “peer cluster” in a larger geographically dispersed cluster of clusters. This allows a site to
do fan-out failover of resources to multiple other sites. BCC can even automate the failover between
peer clusters by using eDirectory and policy-based management of the resources and storage
systems.

Business Continuity Clustering software provides the following advantages over typical cluster-of-
clusters solutions:
+ Supports up to four clusters with up to 32 nodes each.

+ Integrates with shared storage hardware devices to automate the failover process through
standards-based mechanisms such as SMI-S.

+ Uses ldentity Manager technology to automatically synchronize and transfer cluster-related
eDirectory objects from one peer cluster to another.

+ Implementation of BCC does not require to BCC enable all resources.

+ Provides the capability to fail over as few as one cluster resource, or as many as all cluster to
other sites.

+ Includes intelligent failover that allows you to perform site failover testing as a standard
practice.

+ Provides simplified business continuity cluster configuration and management by using the
browser-based iManager management tool. iManager is used for the configuration and
monitoring of the overall system and for the individual resources.

BCC Deployment Scenarios

There are several Business Continuity Clustering deployment scenarios that can be used to achieve
the desired level of disaster recovery. Three possible scenarios include:

+ Section 1.4.1, “Business Continuity Cluster Solution,” on page 20

+ Section 1.4.2, “Two-Site Business Continuity Cluster Solution,” on page 21

+ Section 1.4.3, “Multiple-Site Business Continuity Cluster Solution,” on page 22

Business Continuity Cluster Solution

The business continuity cluster deploys two independent clusters at geographically separate sites.
The clusters can be designed in one of two ways:

+ Active Site/Active Site: Two active sites where each cluster supports different applications and
services. Either site can take over for the other site at any time.

+ Active Site/Passive Site: A primary site in which all services are normally active, and a
secondary site which is effectively idle. The data is mirrored to the secondary site, and the
applications and services are ready to load if needed.

Overview of Business Continuity Clustering



The active/active deployment option is typically used in a company that has more than one large site
of operations. The active/passive deployment option is typically used for the purpose of disaster
recovery when the primary site get lost. Replication of data blocks is typically done by SAN
hardware, but it can be done by host-based mirroring for synchronous replication over short
distances up to 10 km.

1.4.2 Two-Site Business Continuity Cluster Solution

The two-site business continuity cluster deploys two independent clusters at geographically
separate sites. Each cluster can support up to 32 nodes. The clusters can be designed in one of two
ways.

Figure 1-3 shows a two-site business continuity cluster that uses storage-based data replication
between the sites. BCC uses eDirectory and Identity Manager to synchronize cluster information
between the two clusters.

Figure 1-3 Two-Site Business Continuity Cluster
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1.4.3 Multiple-Site Business Continuity Cluster Solution

The multiple-site business continuity cluster is a large solution capable of supporting up to four sites.
Each cluster can support up to 32 nodes. Services and applications can do fan-out failover between
sites. Replication of data blocks is typically done by SAN hardware, but it can be done by host-based
mirroring for synchronous replication over short distances up to 10 km.

Figure 1-4 depicts a four-site business continuity cluster that uses storage-based data replication
between the sites. BCC uses eDirectory and Identity Manager to synchronize cluster information
between the two clusters.

Figure 1-4 Four-Site Business Continuity Cluster
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1.5 Key Concepts

The key concepts in this section can help you understand how Business Continuity Clustering
manages your business continuity cluster.

¢ Section 1.5.1, “Business Continuity Clusters,” on page 23
+ Section 1.5.2, “Cluster Resources,” on page 23

+ Section 1.5.3, “BCC Drivers for Identity Manager,” on page 23
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1.5.1 Business Continuity Clusters
A cluster of two to four Novell Cluster Services clusters that are managed together by Business

Continuity Clustering software. All nodes in every peer cluster are running the same operating
system.

1.5.2 Cluster Resources

A cluster resource is a cluster-enabled shared disk that is configured for Novell Cluster Services. It is
also BCC-enabled so that it can be migrated and failed over between nodes in different peer clusters.

1.5.3 BCC Drivers for Identity Manager

Business Continuity Clustering requires a special Identity Manager driver to synchronize the cluster
resource configuration information between the peer clusters. For information, see Chapter 6,
“Configuring the Identity Manager Drivers for BCC,” on page 63.
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2.1

2.2

What’s New or Changed for BCC

This section describes the changes and enhancements that were made to Business Continuity
Clustering (BCC) for Open Enterprise Server (OES) 23.4.

+ Section 2.1, “Branding Update,” on page 25

+ Section 2.2, “BCC Engine,” on page 25

+ Section 2.3, “What’s Next,” on page 26

Branding Update

Micro Focus is now part of OpenText. Products across the portfolio are now rebranded to reflect
OpenText or a more appropriate name. This corporate change impacts the name of products and
components, user interfaces, logos, and so on. As a result of this corporate change, OES 2023 SP1 is
now referred as OES 23.4.

The documentation is being updated in stages to reflect these changes, including names and
screenshots. You can still come across references to Micro Focus in the documentation library until
all of the manuals are updated.

BCC Engine

Beginning with OES 2018 SP1, Novell Business Continuity Cluster (BCC) is available as a pattern in the
OES installation pattern list. This eases the distribution and delivery of BCC for OES customers.
However, BCC continues to be a separate product with its own license.

Business Continuity Clustering supports up to four peer clusters that are running OES 23.4 and
Novell Cluster Services.

The BCC operating environment requires the versions of OES and NetlQ products listed in Table 2-1,
with the latest patches applied.

Table 2-1 BCC Operating Environment

Supported Product For documentation, see:

eDirectory 9.2.8 eDirectory 9.2.8 (https://www.netig.com/
documentation/edirectory-92/) documentation Web

This product is included with OES 23.4. site on NetlQ.com

Open Enterprise Server 23.4 OES 23.4 (https://www.microfocus.com/
documentation/open-enterprise-server/23.4/)
documentation Web site on MicroFocus.com
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Supported Product

For documentation, see:

Novell Cluster Services

OES 23.4: OES Cluster Services for Linux
Administration Guide

For information about clustering OES 23.4 services
and storage, see the product documentation on the
OES 23.4 (https://www.microfocus.com/
documentation/open-enterprise-server/23.4/)
documentation Web site on MicroFocus.com.

iManager 3.2.6

This product is included with OES 23.4.

iManager 3.2.6 (https://www.netig.com/
documentation/imanager-32/) documentation Web
site on NetlQ.com

Clusters plug-in for iManager

This product is included with OES 23.4.

“Installing or Updating the Clusters Plug-in for
iManager” in the OES 23.4: OES Cluster Services for
Linux Administration Guide

Identity Manager 4.8.7

The credential to activate IDM is included in the BCC

license.

Identity Manager 4.8 (https://www.netiq.com/
documentation/identity-manager-48/)

2.3 What’s Next

For new installations of BCC 2.6 on OES 23.4 clusters, see the following:

+ Chapter 3, “Planning a Business Continuity Cluster,” on page 27

+ Chapter 4, “Installation Requirements for BCC,” on page 35

¢ Chapter 5, “Installing Business Continuity Clustering,” on page 49

+ Chapter 6, “Configuring the Identity Manager Drivers for BCC,” on page 63

+ Chapter 7, “Configuring BCC for Peer Clusters,” on page 79

For upgrades from BCC 2.x to BCC 2.6 on OES 23.4 clusters, see the following:

+ Chapter 4, “Installation Requirements for BCC,” on page 35

+ Appendix F, “Upgrading to Identity Manager 4.8.7,” on page 171
+ Appendix G, “Upgrading to BCC 2.6 on OES 23.4,” on page 173
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3 Planning a Business Continuity Cluster

3.1

3.2

The success of your business continuity cluster depends on the stability and robustness of the
individual peer clusters. BCC cannot overcome weaknesses in a poorly designed cluster

environment. You can use the guidelines in this section to design your Business Continuity Clustering

solution.

+ Section 3.1, “Determining Design Criteria,” on page 27

+ Section 3.2, “Best Practices,” on page 27

+ Section 3.3, “LAN Connectivity Guidelines,” on page 28
+ Section 3.4, “SAN Connectivity Guidelines,” on page 29
+ Section 3.5, “Storage Design Guidelines,” on page 30

+ Section 3.6, “eDirectory Design Guidelines,” on page 30

¢ Section 3.7, “Cluster Design Guidelines,” on page 33

Determining Design Criteria

The design goal for your business continuity cluster is to ensure that your critical data and services

can continue in the event of a disaster. Design the infrastructure based on your business needs.
Determine your design criteria by asking and answering the following questions:

O What are the key services that drive your business?
Where are your major business sites, and how many are there?
What services are essential for business continuance?

What is the cost of down time for the essential services?

Qaaaq

Based on their mission-critical nature and cost of down time, what services are the highest
priority for business continuance?

Where are the highest-priority services currently located?
Where should the highest-priority services be located for business continuance?

What data must be replicated to support the highest-priority services?

Qoaoaad

How much data is involved, and how important is it?

Best Practices

The following practices help you avoid potential problems with your BCC:

+ Ensure that eDirectory and your clusters are stable before implementing BCC.
+ Engage OpenText Consulting.

+ Engage a consulting group from your SAN and storage vendor.

Planning a Business Continuity Cluster

27



28

3.3

3.3.1

3.3.2

3.3.3

LAN Connectivity Guidelines

The primary objective of LAN connectivity in a cluster is to provide uninterrupted heartbeat
communications. Use the guidelines in this section to design the LAN connectivity for each of the
peer clusters in the business continuity cluster.

+ Section 3.3.1, “VLAN,” on page 28
+ Section 3.3.2, “Channel Bonding,” on page 28
+ Section 3.3.3, “IP Addresses,” on page 28

VLAN

Use a dedicated VLAN (virtual local area network) for each cluster.

The cluster protocol is non-routable, so you cannot direct communications to specific IP addresses.
Using a VLAN for the cluster nodes provides a protected environment for the heartbeat process and
ensures that heartbeat packets are exchanged only between the nodes of a given cluster.

When using a VLAN, no foreign host can interfere with the heartbeat. This avoids broadcast storms
that slow traffic and result in false split-brain failures.

Channel Bonding

Use channel bonding for adapters for LAN fault tolerance. Channel bonding combines Ethernet
interfaces on a host computer for redundancy or increased throughput. It helps increase the
availability of an individual cluster node, which helps avoid or reduce the occurrences of failover
caused by slow LAN traffic. For information, see / usr/ src/ | i nux/ Docunent ati on/

bondi ng. t xt .

When configuring Spanning Tree Protocol (STP), ensure that Portfast is enabled, or consider Rapid
Spanning Tree. The default settings for STP inhibit the heartbeat for over 30 seconds whenever there
is a change in link status. Test your STP configuration with Novell Cluster Services running to ensure
that a node is not cast out of the cluster when a broken link is restored.

Consider connecting cluster nodes to access switches for fault tolerance.

IP Addresses

Use the guidelines in this section to plan your IP address assignment so that it is consistently applied
across all peer clusters.

+ “Using Unique IP Addresses” on page 28
+ “Using Dedicated IP Address Ranges” on page 29
+ “Changing a Resource IP Address” on page 29

Using Unique IP Addresses

You need a unique static IP address for each of the following components of each peer cluster:

+ Cluster (master IP address)
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¢ Cluster nodes

+ Cluster resources that are not BCC-enabled, such as file system resources and service resources
that support site-based services like DHCP, DNS, and SLP.

+ Cluster resources that are BCC-enabled, such as file system resources and application resources.

Using Dedicated IP Address Ranges

You can dedicate IP address ranges for BCC-enabled cluster resources. Your IP address plan should
provide an IP address range with sufficient addresses for each cluster. With careful planning, the IP
address and the name of the virtual server for the cluster resource never need to change.

Changing a Resource IP Address

When a cluster resource is BCC-migrated to a peer cluster, the IP address of the inbound cluster
resource is transformed to use an IP address in the same subnet of the target peer cluster. You define
the transformation rules to accomplish this by using the Identity Manager driver’s search-and-
replace functionality. The transformation rules are easier to define and remember when you use
strict IP address assignment, such as using the third octet to identify the subnet of the peer cluster.
For information about setting up the transformation rules, see Section 7.3, “Adding Search-and-
Replace Values to the Resource Replacement Rule,” on page 84.

Dynamic DNS (Domain Name Service) is an alternate technique for transforming IP addresses. For
information, see Appendix D, “Using Dynamic DNS with BCC,” on page 149.

Unrelated to BCC, if you change the IP address of a BCC-enabled cluster resource, modify the address
according to the instructions in Changing the IP Address of a Cluster Resource in the Overview of OES
Cluster Services.

IMPORTANT: If you change the IP address of a BCC-enabled cluster resource, you might also need to
update the transformation rules for the resource.

SAN Connectivity Guidelines

The primary objective of SAN (storage area network) connectivity in a cluster is to provide solid and
stable connectivity between cluster nodes and the storage system. Before installing Novell Cluster
Services and Business Continuity Clustering, ensure that the SAN configuration is established and
verified.

Use the guidelines in this section to design the SAN connectivity for each of the peer clusters in the
business continuity cluster:
¢ Use host-based multipath I/O management.

+ Use redundant SAN connections to provide fault-tolerant connectivity between the cluster
nodes and the shared storage devices.

+ Connect each node via two fabrics to the storage environment.
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3.5

3.6

3.6.1

+ Use a minimum of two mirror connections between storage environments over different fabrics
and wide area networks.

+ Ensure that the distance between storage subsystems is within the limitations of the fabric used
given the amount of data, how the data is mirrored, and how long applications can wait for
acknowledgement. Also consider support for asynchronous versus synchronous connections.

Storage Design Guidelines

Use the guidelines in this section to design the shared storage solution for each of the peer clusters
in the business continuity cluster.

+ Use a BCC LUN device as the failover unit for each BCC-enabled cluster resource.

A LUN cannot be concurrently accessed by servers belonging to different clusters. This means
that all resources on a given LUN can be active only in a given cluster at any given time. For
maximum flexibility, we recommend that you create only one cluster resource per LUN.

+ We recommend that you use at least one volume per pool.

+ Data must be mirrored between data centers by using host-based mirroring or storage-based
mirroring. Storage-based mirroring is recommended.

+ When using host-based mirroring, ensure that the mirrored partitions are accessible for the
nodes of only one of the BCC peer clusters at any given time.

If you use multiple LUNs for a given pool, each segment must be mirrored individually. In large
environments, it might be difficult to determine the mirror state of all mirrored partitions at
one time. You must also ensure that all segments of the resource fail over together.

eDirectory Design Guidelines

Your eDirectory solution for each of the peer clusters in the business continuity cluster must
consider the following configuration elements. Ensure that your approach is consistent across all
peer clusters.

+ Section 3.6.1, “Naming Conventions for BCC-Enabled Resources,” on page 30

*

Section 3.6.2, “Object Location,” on page 31

*

Section 3.6.3, “Cluster Context,” on page 31

*

Section 3.6.4, “Partitioning and Replication,” on page 32

*

Section 3.6.5, “Objects Created by the BCC Drivers for Identity Manager,” on page 32

Naming Conventions for BCC-Enabled Resources

Develop a cluster-independent naming convention for BCC-enabled cluster resources. It can become
confusing if the names of objects belonging to a BCC enabled cluster resource refer to one peer
cluster but the resource is active on another peer cluster.

You can use a haming convention for resources in your BCC as you create those resources. Changing
existing names of cluster resources is less straightforward and can be error prone.

When you cluster-enable NSS pools, these are the default names used by NCS:
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Cluster Resource: pool name_SERVER
Cluster-Enabled Pool: cl ust er name_pool nane_POOL
Cluster-Enabled Volume: ¢l ust er nane_vol unenane
Virtual Server: cl ust er nane- pool nane- SERVER

Instead, use names that are independent of the clusters and that are unique across all peer clusters.
For example, replace the clustername with something static, such as BCC.

NOTE: The pool and volume objects will need to be renamed before a resource is BCC enabled.

NCP servers cannot be renamed. The proper name must be specified when cluster enabling the
pool.

Cluster Resource: pool name_SERVER
Cluster-Enabled Pool: BCC_pool name_POOL
Cluster-Enabled Volume: BCC vol unenane
Virtual Server: BCC- pool nane- SERVER

3.6.2 Object Location

Cluster nodes and Cluster objects can exist anywhere in the eDirectory tree. The virtual server
object, cluster pool object, and cluster volume object are automatically created in the eDirectory
context of the server where the cluster resource is created and cluster-enabled.

3.6.3 Cluster Context

Place each cluster in a separate Organizational Unit (OU). All objects belonging to the cluster nodes
and the cluster object for a given cluster should be in the same OU.

Figure 3-1 Cluster Resources in Separate OUs
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3.6.4 Partitioning and Replication

Partition each cluster OU and replicate it to dedicated eDirectory servers holding a replica of the
parent partition and to all cluster nodes. This helps prevent resources from being stuck in an NDS
Sync state when a cluster resource’s configuration is modified.

* The cluster node that hosts the Identity Manager driver should have a full read/write eDirectory
replica with the following containers in the replica:
+ Driver set container
¢ Cluster object
+ (Parent) container where the servers reside
+ Landing zone container

+ Ensure that you have full read/write replicas of the entire tree at each data center.

3.6.5 Obijects Created by the BCC Drivers for Identity Manager

When a resource is BCC-enabled, its configuration is automatically synchronized with every peer
cluster in the business continuity cluster by using customized Identity Manager drivers. The
following eDirectory objects are created in each peer cluster:

*

Cluster Resource object

*

NCP Server object for the virtual server

*

Cluster Pool object

*

Cluster Volume object(s)

The Cluster Resource object is always placed in the Cluster object of the assigned peer clusters
where the resource did not exist initially. Any OU can be defined as the BCC landing zone. The NCP
Server object for the virtual Server, Cluster Pool, and Cluster Volume objects are stored in the
landing zone.

Resources have an identity in each peer cluster, and the names are the same in each peer cluster.
Figure 3-2 shows the cluster resource identity in each of two peer clusters.

Figure 3-2 Cluster Resource Identity in Two Clusters
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3.7

Cluster Design Guidelines

Your Novell Cluster Services solution for each of the peer clusters in the business continuity cluster
must consider the following configuration guidelines. Ensure that your approach is consistent across
all peer clusters.

+ |P addresses:

+ Ensure that IP addresses are unique across all BCC peer clusters. For information, see
“Using Unique IP Addresses” on page 28.

+ |P address assignments should be consistently applied within each peer cluster and for all
cluster resources. For information, see “Using Dedicated IP Address Ranges” on page 29.

+ Volume IDs: Volume IDs of BCC-enabled clustered volumes must be unique across all nodes in
every peer cluster. Duplicate volume IDs can prevent resources from going online if the resource
is BCC-migrated to a peer cluster.

+ Configuring Nodes: As you build nodes for each peer cluster, consider the configuration
requirements for each of the services supported across all peer clusters, and for the preferred
nodes for each service.

+ Planning BCC-Enabled Resource Failover: As you plan your BCC solution, create a failover
matrix for each cluster resource so that you know what service is supported and which nodes
are the assigned nodes for failover within the same cluster and among the peer clusters.
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4.1

4.2

Installation Requirements for BCC

This section defines the installation requirements for Business Continuity Clustering. Ensure that
your clusters meet these requirements before you install BCC in any of the peer clusters.

+ Section 4.1, “Getting a Business Continuity Clustering License,” on page 35

+ Section 4.2, “Downloading Business Continuity Clustering Software,” on page 35

+ Section 4.3, “Minimum System Requirements,” on page 36

+ Section 4.4, “Open Enterprise Server 23.4,” on page 37

+ Section 4.5, “SLP,” on page 37

+ Section 4.6, “Small Footprint CIM Broker and CIMOM,” on page 38

+ Section 4.7, “Novell Cluster Services for Linux,” on page 39

+ Section 4.8, “eDirectory 9.2.8,” on page 40

+ Section 4.9, “Identity Manager 4.8.7,” on page 43

+ Section 4.10, “iManager 3.2.6,” on page 45

+ Section 4.11, “Storage-Related Plug-Ins for iManager 3.2.6,” on page 45

+ Section 4.12, “Shared Disk Systems,” on page 46

+ Section 4.13, “Mirroring Shared Disk Systems between Peer Clusters,” on page 46

+ Section 4.14, “LUN Masking for Shared Devices,” on page 46

¢ Section 4.15, “Link Speeds,” on page 47

+ Section 4.16, “Ports,” on page 47

+ Section 4.17, “What’s Next,” on page 47

Getting a Business Continuity Clustering License

Business Continuity Clustering software requires a license agreement for each business continuity

cluster. For more information, contact OpenText Product Inquiry (https://www.microfocus.com/en-

us/products/open-enterprise-server/contact).

Downloading Business Continuity Clustering Software

Beginning with OES 2018 SP1, Novell Business Continuity Cluster (BCC) is available as a pattern in the

OES installation pattern list. However, BCC continues to be a separate component with its own
license.

Installation Requirements for BCC
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4.3

Minimum System Requirements

Business Continuity Clustering supports up to four peer clusters that are running OES 23.4 and

Novell Cluster Services.

The BCC operating environment requires the versions of OES and NetlQ products listed in Table 4-1,

with the latest patches applied.

Table 4-1 BCC Operating Environment

Supported Product

For documentation, see:

eDirectory 9.2.8

This product is included with OES 23.4.

eDirectory 9.2.8 (https://www.netig.com/
documentation/edirectory-92/) documentation Web site
on NetlQ.com

Open Enterprise Server 23.4

OES 23.4 (https://www.microfocus.com/
documentation/open-enterprise-server/23.4/)
documentation Web site on MicroFoc